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CASL Industry Council Meeting 
March 7 - 8, 2012 – Raleigh, NC 

 
Minutes 

 
The fourth meeting of the Industry Council (IC) for the Consortium for Advanced 
Simulation of Light Water Reactors (CASL) was held on March 7 until noon March 8, 
2012, at the CASL Facility of North Carolina State University, Raleigh, NC.  The 
meeting was chaired by John Gaertner of EPRI. 
 
Attendance was by invitation only.  Fifteen representatives from 14 of the 19 member 
organizations attended.  One guest from Nuclear Energy Institute attended.  In 
addition, members of the CASL project team participated in the meetings as indicated 
on the agenda.   Attendees are Attachment 1 to these minutes. 
 
After the introduction of each participant, Alex Larzelere presented a DOE perspective 
on the CASL Industry Council.  Alex emphasized the critical importance of the 
Industry Council to the success of the CASL Program.  He indicated that Energy 
Secretary Chu was impressed by the close association of the project with industry and 
valued the focus on solving real industry problems.  Alex stated that the candid 
exchange of information from industry provided by the IC is generally not accessible 
to DOE development projects such as CASL. 
 
John Gaertner previewed the agenda and the objectives of the meeting:  1) update IC 
members on CASL project status and recent accomplishments, 2) introduce the CASL 
Education Program, 3) review VERA (Virtual Environment for Reactor Applications) 
status and the near-term plans for development and application, 4) present the results 
of the CASL/IC Workflow Project, 5)  present candidate VERA pilot project candidates 
and solicit IC recommendations, and 6) report on a process to make certain CASL 
reports, published papers, and presentations more readily available to the IC.  John 
then reviewed progress on the Action Items from the August IC Meeting.  All actions 
are complete or on track for completion.  John’s presentation is Attachment 2 to these 
minutes and includes the meeting Agenda. 
 
Paul Turinsky, CASL Chief Scientist, presented a current status of CASL activities.  He 
discussed technical highlights, NRC interactions, and the addition of Product 
Integrators into the CASL organization – one for Challenge Problems, one for 
Validation Data, and a third for development of the VERA “Core Simulator”.  The role 
of Product Integrators is to improve integration of activities across Focus Areas. 
Paul then highlighted challenges ahead. He presented a list of the most critical 
technical challenges, non-technical challenges, and highlighted the challenges of 
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VERA deployment and test stands.  He invited IC members to offer comments and 
recommendations on these challenges.  Paul then described the on-going effort to 
develop a CASL strategic plan to ensure long term success, and he presented one of 
several roadmaps, Reactor Applications.  One IC member commented that the 
roadmap should be changes so that BWR applications precede SMR applications 
because of current industry needs.  Paul’s presentation is Attachment 3. 
 
John Gilligan, Lead of the CASL Education Program, presented the elements of the 
program designed to support creation of a new generation of LWR designers, 
scientists, and nuclear power professionals.  He described several academic programs, 
based on CASL work, that support an academic certificate in reactor design.   He 
discussed the CASL scholar program, various innovative mechanisms to deliver 
course material to students, and the need to support education of professionals in 
industry.  He encouraged IC members to propose ways to become engaged in these 
efforts.  John’s presentation is Attachment 4. 
 
Randy Summers of the CASL VRA Focus Area then spoke on the VERA status and the 
near-term plans for development and application.  Randy reviewed the basic elements 
and structure of VERA.  He discussed progress made on issues of particular interest to 
the IC at the August meeting:  the major VERA challenges (IP and export control 
issues, balancing software quality and research/discovery, priority of analyst 
workflow and usability, and cross-FA communication/integration), and the next steps 
(addressing usability, workflow, and VERA deployment strategy).  He described 
important changes in VERA development strategy, including the limited beta RSICC 
release and the plan to employ “snapshots” of VERA for applications rather than 
formal releases in the near term.  He also introduced the VERA roadmap that defines 
three VERA capability levels (F, C and A) intended to guide the evolution and 
maturation of VERA.  Discussion of this new strategy ensued with the IC members. 
Randy’s presentation is Attachment 5. 
 
Steve Hess of the CASL AMA Focus Area then spoke on the update of the VERA 
Requirements Document (VRD) since its modification in response to IC comments in 
2011.  The principal changes in the document are designed to support development of 
a capable version of VERA C in 2013.  The IC recommended that the VRD should 
explicitly address hardware requirements, operating system, and compilers for this 
near-term VERA C product.  Steve’s presentation is Attachment 6. 
 
Jess Gehin of the CASL AMA Focus Area presented the results of the IC Workflow 
Project.  Jess described the process that was used to collect detailed workflow 
information from five IC member organizations in Phase 1 of the project.  Jess 
presented important insights from the resulting Phase 1 report. He described the 
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additional information and insights that were obtained from four other member 
organizations in Phase 2.  An important IC comment stated that input GUIs would 
need to preserve the history and documentation of the analysis input, which as one 
benefit of the manual input processes in place today.  IC members also concurred that 
repeat visits to participants on the project would be beneficial to both CASL and the 
member after further VERA development occurs.  Jess explained that the current 
report would be updated based on Phase 2 information and the IC comments, and it 
will be sent to the IC members shortly after March 31.  Jess’s presentation is 
Attachment 7. 
 
Steve Hess led a session on proposed VERA pilot studies to be sponsored by the IC.  
Based on an Action Item from the August 2011 IC meeting, the CASL AMA Focus 
Area investigated numerous topics identified during the IC discussion.  Results of the 
investigation were documented in an internal CASL Report, Evaluation of Industry 
Council Pilot Project Alternatives.  CASL AMA ranked 8 candidate projects.  For work in 
2012, the IC member comments favored the highest ranked project, Core Flow Impact 
of Post-LOCA Fibrous Material.  They next favored the fourth ranked project, Post-
LOCA Boron Mixing.  The IC commented that these projects had best potential to 
show benefit of advanced analytical techniques in the short term.  They commented 
that VERA was not ready for GTRF and CIPS pilot studies until late 2013, and some 
questioned the added value of these pilot studies, given that Challenge Problems in 
those areas were already underway.  Zeses Karoutas presented more details on the 
highest ranked project.  CASL agreed to proceed with that project.  Steve’s and Zeses’ 
presentation are Attachment 8. 
 
Zen Wang of GSE Systems gave a presentation on the use of modeling and simulation 
technology in their simulator products and services.  He explained the serious 
constraints that must be addressed in real time simulators designed primarily for 
operations training and analysis.  He then described GSE work on higher resolution 
engineering simulation and severe accident simulation.  Finally, he described a 
visionary concept of dynamic simulation.  He challenged the CASL program to 
identify opportunities for collaboration between CASL and GSE on these more 
visionary applications.  Zen’s presentation is included as Attachment 9. 
 
John Magerlein of IBM spoke on Nuclear Energy Modeling at the IBM Computational 
Science Center.  He presented a perspective on the capability for nuclear modeling as 
High Power Computing (HPC) evolves to larger and faster machines.  He presented 
several examples of HPC applications at IBM, including applications with EDF and 
use of the MOAB mesh and field database.  He discussed potential for applications via 
a HPC cloud.  Several IC members discussed practical difficulties with export control 
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and IP protection associated with cloud computing.  John’s presentation is Attachment 
10. 
 
John Gaertner presented progress to make certain CASL reports, published papers, 
and presentations more readily available to the IC.  He explained that CASL has a new 
Records Management System now live on CASL SharePoint effective March 6, 2012.  
Tabs include: 

– CASL Non-Records -- publications and presentations by CASL partners.  
– Internal Records -- CASL-generated records classified as Internal.  
– Unlimited Access Records -- CASL-generated records classified as Unlimited 

Access.  
Through this system, CASL will periodically send IC members an updated list of non-
record publications and presentations.  Members can obtain the items of interest 
directly from the indicated source or contact John Gaertner at CASL to secure the 
material.  CASL will also periodically send IC members an updated list of CASL 
record products of potential interest.  John Gaertner will endeavor to obtain releasable 
versions of these requested documents.  Three such CASL record products have 
already been requested and secured.  They will be transmitted shortly to all IC 
members.  These items address Technical Specifications for the CASL CIPS Challenge 
Problem, Details on the LIME integration environment, and the compilation of 
validation data sources available for CASL.  John’s presentation is Attachment 11. 
 
The next session was a “round table”, allowing each IC member to summarize 
significant suggestions, concerns, or comments about the meeting agenda items.  
Comments are captured by the list below.  Since the discussion was quite robust and 
free-form, it was not possible to attribute each comment to a specific IC member: 
 

1. CASL needs to clearly define a useful VERA product to support first pilot 
applications, subsequent applications, and the final product after the first 5-year 
scope of work.  This should be provided by the next IC meeting.  It should 
address such items as hardware, maintenance, and method of deployment. 

2. VERA description should be specific about verification, validation, and 
quantification. 

3. There should be a presentation at the next IC meeting on VUQ for VERA. 
4. CASL should employ and describe an objective maturity tracking and 

documentation process. 
5. CASL should clearly define what elements of VERA will be performed under 

NQA-1 and how evolution to this process will occur. 
6. IC would like some very explicit demonstrations of VERA applications at the 

next IC meeting including problem setup, verification of program elements, 
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coupling, model development, analysis, presentation of results, and any 
benchmarking or validation.   

7. The pilot project modeling of post-LOCA flow of fibrous material in the vessel 
should be performed within VERA. 

8. In the Strategic Plan Roadmap, consider timing of BWR applications before 
SMR applications because of Fukushima response, CASL capabilities, and 
relative benefit to industry. 

9. In the VERA Roadmap, consider having capability bars change from blue to 
green as the maturity of that capability increases.  Consider establishing 
maturity levels and criteria for those levels. 

10. Address how CASL will provide user support for released VERA modules and 
versions. 

11. Considerations for the VRD update:  1) ensure that CASL evolves smoothly 
from steady state analyses to time dependent analyses,  2) address computer 
platform requirements, operating systems, and compilers for 2013 release. 

12. Workflow insight:  Data input GUIs should intentionally support quality 
assurance and documentation requirements. 

13. One member would like to see how executive control is accomplished for 
applications using the LIME integration and other processes outside of VERA. 

14. Explain how VERA performs parametric sensitivity studies using DAKOTA. 
15. One member requested a complete list of codes with a brief description of 

capabilities that are used within VERA or for related CASL applications. 
16. IC members would like to hear presentations by ANSYS and Studsvik at the 

next IC meeting, similar to the talks presented this meeting by GSE and IBM. 
17. Summarize plans for visualization within CASL and VERA.  Address tools 

being considered and address the requirements of an output database. 
18. Consider the need for more separate effects testing of VERA elements. 
19. One member emphasized that CASL applications by fuel designers and 

vendors will mostly be for engineering applications outside of the normal 
reload design and analysis process; for example, to optimize CIPS and GTRF 
analysis methods.  Turn-around times will be prohibitive for production 
activities for the foreseeable future. 

20. CASL was asked to consider inviting other simulator vendors (such as GSE) to 
join the IC. 
 

Finally, it was agreed that the next IC Meeting would occur in late summer 2012, and a 
portion of the meeting will be held jointly with the Science Council.  Details on the 
time, location, and structure of the joint meeting will be developed and sent to the IC 
members shortly. 
 
The following Action items were identified as a result of this meeting: 
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1. Collect IC advice and review comments on CASL Education Program. Identify           
opportunities for IC members to work with CASL in this area. 

2. Incorporate Phase 2 insights and comments from March 7-8 IC meeting into 
Workflow Project Report and Distribute to IC after end of March. 

3. Transfer document lists and specific documents on LIME, V&V, CIPS Challenge             
Problem, and Candidate Pilot Projects to full IC. 

4. Proceed with VERA Pilot Study, Core Model of Post-LOCA Fibrous Material. 
5. At the next IC meeting: 

• Provide detailed description of the VERA C in late 2013. 
• Invite ANSYS and Studsvik to present perspectives on  CASL applications 
• Present demonstrations of selected VERA and CASL applications  
• Present status and plans for VERA VUQ 

6. Continue to work with GSE on potential linkages of future simulation products 
with CASL environment.  

7. Refine items from the round table together with the IC members.  Transmit 
items to the CASL staff for their consideration.  Any further Action Items 
resulting from the round table, if any, will be communicated to the IC members. 
 

The meeting was adjourned at approximately 12:00 noon on March 8.  
 
Prepared: March 15, 2012 
Revised: April 30, 2012 
By  John Gaertner, Industry Council Chairman 
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Attendee Organization In Attendance Comment 

 John Gaertner EPRI -- CASL yes  
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Stephen Hess EPRI -- CASL yes  
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Alex Larzelere DOE yes  
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John H Magerlein IBM yes  

John Harrell  Dominion no  

Olivier MARCHAND EDF no  

Russell Stachowski GNF yes  

Scott Thomas Duke no  

Jim Eller Duke yes  

Steven Freel GSE no  

Walter Schwarz ANSYS yes  

William Andrews Battelle no  

Zen Wang GSE yes  

Doug Kothe  ORNL -- CASL phone  

Ronaldo H Szilard INL – CASL yes  

Jess C. Gehin ORNL -- CASL yes  

John A. Turner ORNL -- CASL phone  

Paul Turinsky NCSU -- CASL yes  

Jeff Banta ORNL -- CASL no  

Andrew T. Godfrey ORNL --CASL phone  
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Marc Adams  NVIDIA no  
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Zeses Karoutas Westinghouse yes  
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Scott Palmtag  ORNL -- CASL yes  

Dave Kropaczek Studsvik yes  

John Gilligan  NCSU -- CSL yes  

Duncan Burgess GSE yes  

    

    

    

    

    

    

    

 



Welcome!
March 7 – 8, 2012

CASL Facility at North Carolina State University
Raleigh, NC

CASL Industry Council

Secretary Chu visits CASL Facilities at ORNL
February 15, 2012

Secretary Chu stated that he was impressed by the 
close association of the project with industry and the 
focus on solving real industry problems.



Agenda
CASL Industry Council Meeting  

NC State University, Centennial Campus EBIII, Room 3122
Wednesday, March 7, 2012

8:30 Registration and Coffee
9:00 Introductions     John Gaertner
9:15 DOE  Perspectives     Alex Larzelere
9:30 Update CASL Program Activities           Paul Turinsky

10:30 CASL Education Program         John Gilligan
10:45 VERA Status and Planned Activity         Randy Summers
12:15 Lunch (Continuation of VERA Status)
1:00 Update on VERA Requirements Document     Steven Hess
1:15 IC Workflow Project – Results and Discussion        Jess Gehin
3:00 VERA Pilot Studies -- Candidates and Discussion         Steven Hess
4:00 IC Member Presentations

• GSE Systems      Zen Wang
Adjourn

Thursday, March 8

8:30 Coffee
9:00 IC Member Presentations

• IBM      John Magerlein
9:30 Technology Transfer to Industry Council      John Gaertner

10:00 Round Table:  What’s good, bad, missing?      All
11:30 Action Items and Wrap up      John Gaertner
12:00 Adjourn

Objectives
• Early, continuous, and frequent interface and 

engagement of end-users and technology providers
• Critical review of CASL plans and products
• Optimum deployment and applications of periodic 

VERA releases
• Identification of strategic collaborations between 

industry and CASL FAs

Assure that CASL solutions are “used and useful” 
by industry , and that CASL provides effective 
leadership advancing the M&S state-of-the-art. 

John Gaertner, 
Chair

Mission

CASL Industry Council



Membership

EPRI
Battelle

AREVA
Westinghouse
Global Nuclear Fuels

Dominion 
Duke Energy
EDF
TVA

ANSYS
Bettis
GSE Systems
Rolls Royce
Studsvik Scandpower 

Cray Computing
IBM
NVIDIA

DOE and BOD (ex-officio)

New members can be nominated and approved as needed

Action Items from Aug 23 – 24 Meeting
• Acquire Analysis and Workflow information from Industry Council members.        

Report on results.
• Verify CASL QA will assure compliance with Part 50 App B.  Inform NRC NRR       

about CASL development and potential regulatory applications.
• Summarize IC recommendation from VERA deployment discussion

- Identify pilot applications to demonstrate benefits of advanced technology
- Do not emphasize release in 2012; emphasize capabilities to demonstrate value
- Later release should address IP accessibility, availability of hardware platforms, and 

capabilities to address demonstration value
• Establish communications and technology transfer processes with IC

– provide more information on the LIME integration environment 
– send the report on CASL validation data requirement
– arrange access to technical specs for Challenge Problems
– provide CASL papers , reports, and presentations



CASL: The Consortium for Advanced 
Simulation of Light Water Reactors

A DOE Energy Innovation Hub for Modeling
and Simulation of Nuclear Reactors

Paul Turinsky
Chief Scientist

Industry Council Meeting
March 7, 2012

North Carolina State University
CASL Complex-Engineering Building 3

Raleigh, NC 
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Presentation Outline

Current Status: Where We Are Today
Technical highlights and progress
NRC interactions
Product Integrators

Challenges Ahead: Technical & Non-technical
Challenges and risks
Technology deployment: test stand update

Strategic Plan Update: New Directions Building on Success
Strategic analysis and philosophy (mission, vision, values)
Roadmaps



Current Status: Where We Are Today

Technical highlights and progress
NRC interactions
Product Integrators

4

Power 
uprate

High 
burnup

Life 
extension Safety Relevance

Operational Challenge Problems

CRUD-Induced Power Shift 
(CIPS) × ×

CRUD influences both mechanical and reactivity behavior of the fuel, 
impacting operational performance and reactor safety responseCRUD-Induced Localized 

Corrosion (CILC) × ×
Grid-to-Rod Fretting Failure 
(GTRF) × Degraded fuel/clad mechanical integrity due to flow-induced 

vibrations during normal operations affect accident response

Pellet Clad Interaction (PCI) × × PCI, a fuel failure mechanism during normal operations, can also 
occur during accident transients causing a local power increase

Fuel Assembly Distortion (FAD) × × Distortion of fuel rods and fuel assemblies has the potential to inhibit
control rod insertion, preventing timely reactor shutdown

Safety Challenge Problems

Departure from Nucleate Boiling 
(DNB) × Quantify and prevent local vapor-induced clad surface overheating

during certain accident scenarios

Cladding Integrity during Loss of 
Coolant Accidents (LOCA) × ×

Predicting fuel response during a LOCA facilitates developing 
advanced fuel designs that minimize hydrogen production and 
maintain a coolable geometry

Cladding Integrity during 
Reactivity Insertion Accidents 
(RIA)

× ×
Predicting fuel response during an RIA-induced power excursion 
facilitates advanced fuel designs that minimize failures and fission 
product release

Reactor Vessel Integrity × ×
Reactor vessel integrity is essential during normal operation and 
accident situations. Improved prediction (and models) of vessel 
irradiation and performance assure adequate fuel cooling

Reactor Internals Integrity × × Operational condition of core internal components prior to an 
accident-induced transient impacts likelihood of safe shutdown

CASL Challenge 
Problems

Full Scope-Current Focus Full Scope-Future Focus Partial Scope-Future Focus
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� Tightly coupled, multi-physics, 
high-fidelity simulations

� Validated tools, quantified 
uncertainties

� Combining existing tools from 
industry partners

Virtual Environment for Reactor Applications (VERA)
Transforming industry practices through predictive simulation (discussed later)

Chemistry

Mesh Motion/
Quality 

Improvement

Multi-resolution
Geometry

Multi-mesh 
Management

Fuel Performance

Neutronics

Reactor 
System

Thermal 
Hydraulics

Structural 
Mechanics

Multiphysics
Integrator

Solid 
Foundation

Advanced 
Capabilities

Transformed
Industry Analysis

� Foundation, core simulator, and advanced capabilities 
built upon numerous physics components

� Selected components targeted for Sep 2012 release
� One environment: multiple capabilities and uses

6

CASL Progress to Date
Capabilities
� WEC and EPRI relevant simulation capabilities have been integrated under VERA 

providing base-line capabilities with enhanced multiphysics coupling.
� Advanced capabilities in radiation transport and fluids are being developed and are 

already under VERA – 1.7 trillion DOF transport solution on DOE Leadership HPC 
systems (Jaguar @ ORNL)

� Multidimensional simulation capabilities for CRUD deposition, GTRF and PCI already 
exceed industry capabilities in physics modeling

Insights
� Sensitivity analysis and uncertainty quantification have been completed for CFD and 

multiphysics CRUD predictions, helping to define the path forward
� Thermodynamic DFT calculations had indicated a CRUD composition never observed to 

date – Subsequently observed in a NPP
� Increased coupling of baseline multi-physics models for CRUD Induced Power Shift 

(CIPS) illuminating differences relative to standard uncoupled approaches
� Comprehensive review of validation data needs have helped define sources and holes

Foundation for future progress has been established



7

Highlights in the 4th CASL Plan of Record
Advanced CRUD modeling: MAMBA predictions

Capturing the physics 
of complex 
phenomena

boron concentration CRUD deposition

8

Highlights in the 4th CASL Plan of Record
Advanced CFD: GTRF analysis with HYDRA-TH

Providing forces for structural analysis
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Also know contributions 
from individual sources 
of uncertainty 

Highlights in the 4th CASL Plan of Record
CRUD uncertainty assessment: linked baseline subchannel-CRUD capabilities 
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YesNeutronics       .     .

Core Simulator

Core
Physics

Core
T/H

Lattice
Physics

Sub-Channel
T/H CRUD

Boron
Mass

Previous 
Cycle Data

Criteria
Compare calculated Boron mass 
over entire cycle to a ‘low risk’ 
threshold = X lbm Boron 

Input Input

Output

Input

Output

XS

Assy
Powers

Input

Post 
Proc

Output

Input

Output

Ok?

No

- full cycle depletion
- loading pattern        
optimization

Previous 
Cycle Data

.aoa
Document

& Verify

Pin
Powers

To CILC Analysis-Reactivity
-Critical Boron
-Critical Control Rod Positions
-Assembly and Rod Powers
-Assembly and Rod Exposures
-Core Coolant Density Distribution
-Core Axial Offset
-Instrument Response
-Neutron Fluence

Highlights in the 4th CASL Plan of Record
Industry Council workflow assessment: CIPS risk evaluation (discussed later)
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Yet to Accomplish in the 4th CASL Plan of 
Record (Oct 2011 – Mar 2012)
• Release VERA v2.0 which will include usability capabilities
• Conduct using advanced methods a demonstration and assessment of GTRF 

challenge problem, including wear predictions for coupled fluid-structure 
interactions

• Demonstrate the first fully functional PEREGRINE fuel and materials 
performance model, contrasting predictions with Halden data and FALCON 
predictions

• Release advanced fluids capability (Drekar-CFD v1.0) to VRI for incorporation 
into VERA

• Complete separate effects uncertainty quantification/calibration/validation
for advanced radiation transport code, Denovo

• Establish DeCART Watts Bar Unit 1 Cycle 1 model, demonstrate deterministic 
full-core transport capability through VERA-CS, & demonstrate initial full-
core hybrid transport capability (Shift with FW-CADIS)

Beginning to bring advanced capabilities to 
bear on real-world reactor problems

12

CASL/NRC Engagement
• Objective:  Inform, discuss, and exchange information with NRC Staff on CASL 

activities and approaches

• Approach: Engage with RES and NRR
– RES: Interface in development of new M&S capabilities 

• Provide for exchange on code assessment plans and results, benchmark problems, validation data
• Exchange of information, data, results, etc. for joint benefit
• Expected focus first five years and will continue with CASL extension and application to BWRs, SMRs, etc.

– NRR: Interface in the approval of new M&S capabilities
• Keep NRR informed (feedback not solicited or expected)
• Vendors (e.g. Westinghouse) will engage with NRR to license CASL technology codes
• Utilities (e.g. TVA) will submit LARs based upon NRC-approved vendor codes

• Activities
– November 30, 2011: CASL/NRC (RES, NRR) engagement meeting at NRC HQ
– January 10, 2012: Meeting with Commissioners Apostolakis and Magwood CASL overview/discussion 
– February 15, 2012: Westinghouse includes presentation in annual update to NRC/NRR
– March 2012, May 2012: plans for next meetings (topics CFD, VUQ, HPC, Benchmarks)

NRC/ RES

NRC/ NRRFocus of 
Engagement

CASL Development Progress

Application

We Are Here!

Feb. 2012
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Current CASL Organizational Structure

14

CASL Product Integrators
• Observations:

� Current management structure built on Focus Areas (FAs) can lead to “Silos of Excellence”
� Geographic dispersion of team challenges informal communications

• Concerns:
� Tasking and scheduling Focus Area activities in integrated fashion for Challenge Problems
� Making R&D compromises (engineering solutions) necessary to solve Challenge Problems 

within budget and time constraints
• Potential Solution:

� Introduction of Product Integrators to work across FAs to assure above noted observations & 
concerns are addressed

� Responsibilities for driving critical applications, products, & outcomes that cross FA boundaries
� Product Integrators for Challenge Problems, Validation Data, and Core Simulator
� Have budget influence but not budget authority: work with the FA teams to set and define milestones, 

complete certain milestones as appropriate, and review milestones for which they are the customer
� Challenge Problems Integrator coordinates team of lead person for each challenge problem + reactor-

aware simulator
� Chief Scientist advised by Product Integrators providing filtered path to SLT

Matrix organization structure has potential for causing 
confusion regarding decision making path 



Challenges Ahead: Technical & Non-technical

Challenges and risks
Technology deployment: test stand update

16

• Full-core, pin-resolved radiation transport using deterministic 
approach 

• Meshing complex geometries, appropriately for the physics and 
models to be used, is currently very labor intensive 

• Multiphase turbulence and closure relationships selection, 
generation and validation 

• Tight multiphysics coupling within VERA (LIME framework) 
• Multiphysics & multiscale uncertainty quantification (particularly 

epistemic errors) and data assimilation 
• Predictive (minimum free tuning parameters) CRUD capability 
• Lack of required validation data 
• Multiscale modeling up to engineering scale as required to 

produce design-appropriate simulation turnaround times 

Plans to address range from not yet considered to firm

Technical Challenges
Likely difficult to address given current time and budget constraints
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• Developer's priority for developing "my" code 
versus "our" CASL code 
� Arises since leveraging non-CASL ongoing development 

activities 
� Presents challenges in IP, merging of capabilities and 

development priorities 
• Balance of short term demonstrations versus longer 

term capabilities development 
� Resources continue to be put in base-line capabilities where 

effort not offset by benefits 
• Challenge of integration across focus areas 

� Difficulty in managing content and scheduling support of 
higher-level plans 

� Solution being tried is Product Integrators 

Suggestions to address welcomed!

Non-technical Challenges and Obstacles

18

Test Stands and Pilot Projects
Current thinking about scope and process relatively unchanged

• Test Stands
– Critically exercise VERA by a core partner on a problem of interest 

that is not necessarily in CASL scope
• Pilot Projects (discussed later)

– Early demonstration of CASL-developed capabilities to a problem of 
interest to industry

– Targeted at CASL non-partner (outside consortium)
– Candidates of interest to IC members: GSI-191, full core CFD, post-

LOCA cladding integrity, CASL challenge problems (GTRF, CIPS)
• Commonalities

– VERA requirements and deficiencies fed back to CASL
– Could involve exposure of the Foundation, Core Simulator, or 

Advanced Capability face of VERA
Current plan: deploy at least 1 Test Stand by end of CY12
Candidates: CRUD, GTRF, Foundation



Strategic Plan Update: New Directions 
Building on Success

Strategic analysis and philosophy (mission, vision, 
values)
Goals, strategies and directions

20

CASL Overview
Mission
Provide leading edge modeling and simulation capabilities to improve the 
performance of currently operating Light Water Reactors

Vision
Predict, with confidence, the safe, reliable performance of nuclear reactors, through 
comprehensive, science-based modeling and simulation technology that is deployed 
and applied broadly within the U.S. nuclear energy industry

Goals
1. Develop and Effectively Apply Modern Virtual Reactor Technology
2. Assure Nuclear Safety and Address Operational and Design Challenges
3. Engage the Nuclear Energy Community Through Modeling and Simulation
4. Deploy New Partnership and Collaboration Paradigms
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Development of Roadmaps

• Draft roadmaps have been developed for
�Higher Level Capabilities (reactor applications, NPP 

safety, core simulator)
�Each Focus Area
�Each Challenge Problem

• Now integrating roadmaps to assure
�No technical gaps
�No schedule inconsistencies

Providing a clearer means of communicating the path forward
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2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

2010
Physical Reactor 
Selection (PWR)

� Select TVA 
reactor and 
identify data for 
validation

2012
Evolve Physical 
Reactor Models

� Extend models 
for VERA Core 
Simulator and 
VERA Advanced 
Capability

2014
PWR Challenge 

Problem 
Applications

� Model physical 
reactor under 
Challenge Problem 
conditions

2016
Initial SMR 

Applications

� VERA model of 
integral PWR 
system

2018
SMR Analysis

� VERA assessed 
against selected 
commercial SMR 
design

2011
Initial Reactor 

Models

� Build models for 
VERA Foundation 

2013
Comparison with 
Operational Plant 

Data

� VERA assessed 
in operational 
reactor mode

2015
Select BWR & 

SMR Challenge 
Problems

� Identify VERA 
modeling 
challenges and 
benefits

2017
Initial BWR 

Applications

� Initial VERA 
model of 
operational 
BWR

2019
BWR Analysis

� VERA analysis 
of BWR specific 
challenge 
problem

Reactor Applications Roadmap (Draft)

2020
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2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

2010
Refine Safety 

Challenge Problems

� Initial specs for 
DNB, RIA, LOCA

2012
Initial NPP Safety 

Study

� Application of 
VERA to PWR 
safety issue

2014
Latest System 

Model into VERA

� Integration of 
initial RELAP-7
release

2016
Advanced Fuel 

Analysis

� Analyze selected 
accident tolerant 
PWR fuel design

2018
BWR Safety 

Analysis

� Analysis of 
margins for 
selected BWR 
safety issue 

2011
VERA Safety
Development

� Refine 
requirements for 
emerging issues 
(Fukushima)

2013
BWR/SMR NPP 

Safety Problems 

� Identify specific 
NPP safety issues 
for BWR/SMRs

2015
Enhanced NPP 
Safety Margins

� Enhanced safety 
margin analysis 
for existing, up-
rated, or new 
PWR design

2017
SMR Safety 

Analysis

� Analysis of 
margins for 
selected SMR 
safety issue 

2019
Age Degradation 

Analysis

� Integrate aging 
degradation 
effects into NPP 
safety analysis

NPP Safety Roadmap (Draft)

2020
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2010 2011 2012 2013 2014 2015

2010
Requirements

� Requirements 
development (what, 
how, how well)

2012
Initial Integration

� Technology down select, 
hot zero - full power 
validation, continuous 
methods improvement

2014
Core Simulator 1.0

� Application to real world 
PWR operational 
problems

2015
Deployment & 

Application

� Test Stand deployment 
and application to 
Challenge Problem

2013
Core Load Follow

� Integration of depletion, 
& Challenge Problem 
models

� Application to typical 
reactor operating cycles

2011
Simulator Testing

� Testing & integration of 
basic components 
(power, thermal 
hydraulics)

VERA Core Simulator Roadmap (Draft)
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???QUESTIONS???

www.casl.gov
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2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

2010
Planning and 

Benchmarking

2012
Initial Multi-Phase 

Capability

� UQ and V&V 
assessment

2014
Advanced Models

� DNB, coolant 
chemistry, 
coarse grid CFD

2016
Transients & UQ

� Improved DNB 
model and UQ 
for transients

2018
Improved LOCA

� Best practices for 
DNB

2011
Technology 

Assessment & 
Down Select

2013
Multi-Physics 

Integration

� System response, 
neutronics,
corrosion 
chemistry, 
subcooled boiling

2015
Building on a PWR 

Baseline

� Identify VERA 
modeling 
challenges and 
benefits

2017
Initial LOCA

� Assessment via 
data validation

2019
Extension to 

BRWs and SMRs

� Best practices for 
LOCA

Thermal Hydraulics Roadmap (Draft)

2020
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CRUD (CIPS/CILC) Challenge Problem Strategy

• Problem
– High uncertainty in predicting CIPS and not understanding the real margin to 

CILC fuel rod leakers, limits fuel management for power uprates and higher fuel 
burnups

• Capabilities Needed
– Develop multi-physics coupled tools with improved models and high fidelity to 

better predict CIPS and CILC, quantifying risks via UQ
• Potential Benefits 

– Reduced occurrence of CIPS/CILC
– Increased power uprates and cycle length supported by higher fuel burnups
– Better understanding of safety margin to CILC
– Improved fuel cycle economics

28

2010 2011 2012 2013 2014

CRUD STRATEGY ROADMAP (Draft) 

Implement boron 
feedback in 
neutroncs

Obtain existing 
tools 

ANC/VIPRE/BOA

Prepare initial 
Vessel CFD 

Model & run on 
Jaguar

Run high fidelity 
coupled tools for 
CIPS/CILC using 

CFD/BOA/MAMBA

Implement two-
phase modeling in 

tools & run

Validate tools to 
available data

Couple MAMBA 
to BOA and CFD

Run vessel CFD 
& zoom in for 
CIPS/CILC

Run high fidelity 
existing tools for 

CIPS/CILC

Perform UQ for 
CRUD & boron

Compare 
advanced tools 
to existing tools

Perform final UQ

Implement final 
tools for  PWR 

risk assessment , 
high burnup,

uprates &
understanding  
safety margins

Couple existing 
tools and run

Develop 3x3 pin 
mutli-physics

Develop MAMBA 
CRUD model

Prepare  Watts 
Bar 1 Vessel 

CFD model & run

Initial Tool Dev. High Fidelity Capab. Final Tool Demo

Coupling Tools Coupled Physics 
Validation



Education and Training for Industry
Consortium for Advanced Simulation 
of Light Water Reactors

John Gilligan
Professor of Nuclear Engineering 

North Carolina State University 
Director, CASL Education Program

Industry Council Meeting, March 7, 2012

Council Charter:
Assure that results are integrated into undergraduate, and 
graduate curricula and transferred to industry users
Encourage diversity of participation in CASL activities
Advise Chair on educational development activities
Review and recommend education curricula and programs

CASL Education Program
Creating a new generation of LWR designers, Scientists, and Nuclear Power Professionals 

Relevant
Image
Here

Council Activities: Program Members:
Push and Pull Philosophy
John Gilligan, Director, Professor, North Carolina State University

Ken Canavan, Manager, EPRI
Ben Forget, Asst. Professor, MIT
John Goossen, Director, Westinghouse
Bill Martin, Professor, Univ. of Michigan
Ivan Maldonado, Assc. Professor, Univ. of Tennessee/ORNL
Rose Montgomery, Manager, TVA
Ken Okafor, Assc. Professor, South Carolina State Univ.
Leigh Winfrey, Asst. Professor, Virginia Tech

Nuclear Education Center of 
Excellence (GoNERI)
Presentation, Dec. 7 2010, 
Tokyo, Japan
CONTE Conference Paper, 
Feb. 2011, Jacksonville, FL
Meetings via conference 
calls and at ANS meetings 
and Summit



Example: modules/courses, each team has a lead and at least one faculty 
member
Grid to Rod Fretting – ME, MSE, CS
Crud Induced Localized Corrosion – MSE, Chem, CS, NE (Ballinger, MIT)
Pellet Clad Interaction – MSE, ME, NE, CS (Eapen, NCSU)
Crud Induced Power Shift – NE, ME, CS (Abdel Khalik, NCSU)
Departure from Nucleate Boiling – ME, NE (Annalisa Manera, Michigan)
Fuel Assembly Distortion – ME, NE, MSE
Capstone course on VRD (Maldonado, UTK, Okafor, SCSU)
NE- Nuclear Engr., ME – Mechanical Engr., CS- Computational 
Science, MSE-Materials Science/Engr., Chem – Chemistry/Engr.

Academic Certificate for Nuclear Reactor Design
Implementation of CASL Discoveries in Nuclear Engineering Curricula 

Computational Science 
Course Group:
Numerical methods, 
parallel architectures, etc…

Nuclear Science and 
Engineering Course Group:
Rector design, Nuclear 
principles, TH, etc…

Interdisciplinary 
Technical 
Course Group:
GTRF: ME –
MSE, PCI: NE –
MSE, etc…

Capstone 
Design 
Courses

Computational 
Nuclear Reactor 

Systems Analysis 
and Design 
Certificate 

Challenge – flexibility and portability

1-2 courses per group required

Education Program, John Gilligan, Director



Dr. Ivan Maldonado, UTK

Example of Core Certificate Courses
• CORE COURSES:
• The core-courses will include courses related to nuclear reactors and computational methods. The NE courses required as part 

of the core curriculum will be dependent on the major of the student. 
• Nuclear Engineering Major:
•      NE 520: Radiation and Reactor Fundamentals
• Non-Nuclear Engineering Major:
•      NE 419: Introduction to Nuclear Energy
•      NE 520: Radiation and Reactor Fundamentals
• In addition, two computation intensive courses are required as part of the core:
• Computational Methods:
•      MA 425: Mathematical Analysis 
•      MA 427: Introduction to Numerical Analysis
•      MA 504: Introduction to Mathematical Programming
•      MA 505: Linear Programming
•      CSC 441: Introduction to Simulation
•      CSC 540: Database Management concepts and Systems
•      CSC 548: Parallel Systems
•      MA 583: Introduction to Parallel Computing



Additional Activities and Challenges

• Scholars Program and Implementation
• URM and Graduate Student Workshops expansion
• Online course and module delivery 
• Cutting edge teaching materials in special areas such as VERA 

Code Development and Use, Multigrid Coupling, Data Storage 
and Transfer, Code Quality Assurance

• Transfer of CASL VERA to industry and others 
• Implement Webinar Series for Students via Huddle or other 

technologies
– CASL research
– Professional development
– Professional opportunities
– Training materials

Transfer of VERA to Industry and Partners

• Target Audience. Partners first – then others.
• Level and background of industry students?  
• Venue: Summer course.  Training Institute.  Online or materials 

only? 
• Webinar series available now.  Expand?
• How to judge needs of industry: design users vs. developers? 
• First training programs – summer 2013?
• Who to deliver? Faculty, EPRI, etc. ? 
• Other needs or issues?   



Nuclear 
Energy

VERA Status and
Planned Activity

Virtual Reactor Integration Focus Area

John Turner (ORNL), Lead
Randall M. Summers (SNL), Deputy Lead

Industry Council
North Carolina State University

March 7, 2012

2

Outline

1. Review of VRI goals, progress, and accomplishments
2. VERA roadmap and evolution strategy
3. VERA-C: Core simulator
4. Limited beta release to RSICC
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Outcomes and Impact

Virtual Reactor Integration (VRI)
Bridging the gap between research and engineering.

• VRI will deliver the environment described above, 
portions of which will be openly-available.

• VRI success can be measured by
– measurable use of VERA by industry partners in 

understanding and mitigating key issues
– downloads of the open portion(s) of VERA

• VRI success will improve industry analysis, 
bringing tightly-coupled, high-fidelity simulation 
into engineering workflows.

• VRI will deliver a suite of robust, verified, and usable tools within a 
common multi-physics environment for the design and analysis of 
nuclear reactor cores, with quantified uncertainties.

• three projects combine to form the VRI focus area:
– VERA: Virtual Environment for Reactor Applications
– VERA Physics Simulation Suite (PSS)
– Coupled Mechanics

• Agile software development processes and partner strengths in 
large-scale code development are key to meeting VRI challenges

• VRI is the conduit between targeted research and 
engineering analysis
– guided by current and future simulation and workflow 

requirements developed with AMA
– in collaboration with VUQ on improved tools and 

methodologies for quantification of uncertainties, 
– research, development, and Integration of advanced 

capabilities with the MPO, THM, and RTM focus areas.

• VRI depends on several external programs such as 
DOE/NE NEAMS for key capabilities

Requirements Drivers

Objectives and Strategies

Chemistry

Mesh 
Motion/
Quality 

Improvement

Multi-
resolution
Geometry

Multi-mesh 
Management

Fuel 
Performance

Neutronics

Reactor 
System

Thermal 
Hydraulics

Structural 
Mechanics

Multiphysics
Integrator
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• Flexible coupling 
of physics 
components

• Toolkit of components
– Not a single 

executable
– Both legacy 

and new capability
– Both proprietary 

and distributable

• Attention to usability
• Rigorous software 

processes
• Fundamental focus 

on V&V and UQ

• Development guided 
by relevant challenge 
problems

• Broad applicability

• Scalable from high-end 
workstation 
to existing and future 
HPC platforms

– Diversity of models, 
approximations, 
algorithms

– Architecture-aware 
implementations

Virtual Environment for Reactor Applications (VERA)
A suite of tools for scalable simulation of nuclear reactor core behavior

Chemistry
(crud formation, 

corrosion)

Mesh Motion/
Quality 

Improvement

Multi-resolution
Geometry

Multi-mesh 
Management

Fuel Performance 
(thermo-mechanics, 
materials models)

Neutronics
(diffusion, 
transport)

Reactor System

Thermal 
Hydraulics 

(thermal fluids)
Structural 
Mechanics

Multiphysics
Integrator
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Early Priorities for the 
Virtual Reactor Integration (VRI)
Focus Area 

VRI)

• Process
– enable diverse team to begin 

producing quality software 
very quickly

• Foundation
– software framework for physics 

capability integration
– baseline industry capability with 

improved coupling
– initial advanced capability

• National Lab, University, and 
Commercial components

– initial coupling to reactor system capability
• Initial Application

– Grid-to-Rod Fretting (GTRF)
– CRUD

BOA

Mesh Motion/
Quality 

Improvement

Multi-resolution
Geometry

Multi-mesh 
Management

Fuel
Performance

ANC-9
DeCART

    DENOVO

RELAP-5 

VIPRE-W
STAR-CCM+

Drekar
Structural 
Mechanics

LIME 1.0
Trilinos/NOX

DAKOTA
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Virtual Environment for Reactor Applications (VERA)
v1.0 (3/31/2011), v1.1 (9/30/2011), v1.2 (12/15/2011), v2.0 (3/31/2012)

BOA

Mesh Motion/
Quality 

Improvement

Multi-
resolution
Geometry

Multi-mesh 
Management

Fuel
Performance

ANC-9
DeCART

    DENOVO

RELAP-5

VIPRE-W
STAR-CCM+

Drekar
Structural 
Mechanics

LIME 1.0
Trilinos/NOX

DAKOTA
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• software framework for physics capability integration
– based on widely-used advanced open numerical software 

infrastructure (Trilinos, NOX, LIME, etc.)
– initial integration with optimization, sensitivity analysis, 

and uncertainty quantification (DAKOTA)

• baseline industry capability with improved coupling
– based on Westinghouse and EPRI codes as demonstration

• ANC, VIPRE-W, and BOA standalone
• Coupled ANC-VIPRE-W and ANC-VIPRE-W-BOA

• initial advanced capabilities
– University of Michigan effort coupling neutronics 

(DeCART) and commercial CFD (Star-CCM+)
– developing National Lab capabilities in neutronics

(Denovo/SCALE) and CFD (Drekar, HYDRA-TH)

• initial coupling to reactor system capability
– RELAP5-3D

• design documents for VERA and infrastructure
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VRI Challenges and Risks (from August 2011 IC Mtg.)
• standing up computational infrastructure

– institutional access, platforms, development environment
• IP and export control issues
• balancing software quality and research / discovery
• original plans underestimated requirements for

– cross section processing
– structural mechanics
– mesh management infrastructure / strategy

• must carefully weigh further investment in baseline legacy codes
– resolve role / priority of subchannel capability

• must heed key Science Council recommendations for VRI:
– document and drive software requirements and overall architecture across CASL 

(e.g. programming models)
– own and drive numerical coupling strategy

• priority of analyst workflow and usability
• cross-FA communication / integration
• concerns as we attempt tighter coupling

8

VRI Next Steps (from August 2011 IC Mtg.)
• release VERA 1.1 with additional physics and coupling options

– ANC-VIPRE-BOA coupling to support CRUD analysis
– demonstrated coupling flexibility
– improved infrastructure for continuous integration

• providing solid foundation for test-driven development

• document VERA architecture
– including coupling strategy and programming model

• address usability, workflow, and training
– user-friendly input and analysis features

• develop deployment strategy
– test stands for CASL partners
– components and/or applications for broad release

• refine path to VERA 2.0
– evolution of coupling infrastructure
– improved and additional coupling of new and existing physics components
– common geometry database and mesh / data management
– integration of fuel performance and initial structural mechanics capabilities

BOA

Mesh Motion/
Quality 

Improvement

Multi-
resolution
Geometry

Multi-mesh 
Management

Fuel
Performance

ANC-9
DeCART

    DENOVO

RELAP-5

VIPRE-W
STAR-CCM+

Drekar
Structural 
Mechanics

LIME 1.0
Trilinos/NOX

DAKOTA
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Selected VRI PoR-4 Milestones

• VRI.P4.01 VERA 2.0 Snapshot 03/31/2012
• VRI.VERA.P4.01TriBITS CMake/CTest/CDash system 12/16/2011
• VRI.VERA.P4.02Formulate plan for reactor-aware input 11/11/2011
• VRI.VERA.P4.03 Initial reactor-aware input capability 01/15/2012
• VRI.VERA.P4.04Report on workflow project 03/30/2012
• VRI.VERA.P4.05Reactor-aware input capability 03/31/2012
• VRI.PSS.P4.01 Interim PSS snapshot (VERA 1.2) 12/23/2011
• VRI.PSS.P4.02 Demonstrate modular conjugate heat transfer component 02/15/2012
• VRI.CM.P4.01 Plan for common FE material models and properties library 03/16/2012
• VRI.CM.P4.02 Develop FAD test problem(s) 03/05/2012
• VRI.CM.P4.03 Enhancement of GTRF modeling fidelity 03/29/2012

10

Changes since August 2011 IC Mtg.
• internal VERA updates referred to as “snapshots” rather than “releases”

– “release” implies more than intended
• significant emphasis on usability

– close interaction with AMA
• workflow analysis through interviews of IC members, led by AMA

– primarily Andrew Godfrey
– more later in Jess Gehin’s presentation summarizing
– VRI will begin to incorporate findings into development of workflow/analysis tools

• clear priority of “core simulator” capability, with strong focus on Sept. 2012 
limited beta release to RSICC
– more on this later

• further development of how to portray VERA evolution
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VERA 2.0 snapshot (03/2012)

LIME, Trilinos (NOX, ML, etc.), DAKOTA

VIPRE-W

DeCARTStar-CCM+

Denovo

XSproc
Drekar

RELAP5 User-friendly 
Input

Baseline

Advanced

T-H
neutronics

ANC9

BOA

S

Advan

mechanics

Hydra-TH

system front-end

MAMBA

chemistry

COBRA-TF

MOOSE

Geometry / Mesh / Data Transfer
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C
ap

ab
ilit

y

VERA-C (Core Simulator) VERA-A (Advanced)CASL-FL (Foundation Library)

Time

• Leadership-class computing
• Advanced capability
• Driven by challenge 

problems
• Use in collaboration w DOE
• Continually developed

• Industrial class computing in 
5-10 years

• Mature capability
• Driven by baseline problems
• Deployed to industry & 

academia
• Annual releases

• Foundational components
• Open source (non-EC)
• Deployed to industry & 

academia
• Annual releases

VERA Evolution Strategy
Migrating Advanced Capabilities to the Nuclear Industry

“VERA is not a single piece of software, but a set of 
capabilities and the methods to effectively apply them.”

CASL R&D
• Leadership-class 

computing
• Cutting-edge capability
• Driven by research 

problems
• Initial development

VERA-A

VERA-C
FL

Initial VERA integration
Matured capabilities 
released in core 
simulator
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Structural mechanics

Coupling of industry codes

Legacy and simplified system capability

Coolant chemistry and CRUD formation

Advanced pin-resolved transport neutronics

Hybrid transport neutronics

Advanced fuel performance

Single-phase CFD

Two-phase CFD

Pin-homogenized transport neutronics

Subchannel thermal-hydraulics

Initial pin-resolved transport neutronics
Initial coupling infrastructure and SA/UQ

Advanced system capability

Build and test infrastructure

Improved coupling infrastructure and SA/UQ

Common geometry and materials databases

User-friendly input and output

12/2010 6/2011 12/2011 6/2012 12/2012 6/2013 12/2013 6/2014 12/2014 6/2015

Foundation 
Library

Core 
Simulator

Advanced

External
(non-VERA)

Proprietary

Type of 
Component

6/2010

Subchannel T-H + Pin-homogenized transportSSSSSSuuuubbbbbbcccchhhhhhaaaannnnnnnneeeellllll TTTTTT-TT HHHHHH +++++ PPPPPPiiiiinnnn-hhhhhhoooommmmoooogggggggeeeennnniiiiiizzzzeeeeddddd ttttttrrrraaaannnnsssspppppppoooorrrrttttttSingle-phase CFD (with subcooled boiling models) + Pin-resolved transport + CRUD deposition models

VERA Roadmap
Consider a CRUD/CIPS analysis in 12/2012

Use VERA-C components to 
identify CRUD-vulnerable locations

Use fine-scale VERA-CRUD
tool based on VERA-A 
components to predict CRUD 
formation
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VERA-C Description

• Code system used to model quasi-steady-state LWR 
conditions and depletion

• Direct inclusion of physics packages for: neutron transport, 
cross sections, thermal-hydraulics, fuel temperature, and 
depletion

• Includes linkage to other physics packages: CFD, fuel 
performance, CRUD models, structural, systems codes, etc.

• Provides reactor conditions and distributions needed to Solve 
Challenge Problems
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VERA-C Components

1. Input processor with common geometry for all codes
2. T/H Solver (COBRA-TF)
3. Cross Sections (XSproc, ESSM)
4. Neutronic Solver (DENOVO, DeCART)
5. Infrastructure (control rod movement, detectors, boron search, etc.)
6. Fuel Performance (Fuel temperatures, gap)
7. Depletion (including Xe/Sm) (ORIGEN)
8. Output processor to calculate pin powers, peaking factors, etc.

Same Components, Evolving Details

16

Sep 15

VERA-C Timeline
• SCALE cross-section processing for DENOVO in VERA

• DENOVO pin cell capability with SCALE in VERA

• #1  2D HZP Pin Cell

• #2  2D HZP Lattice

• #3  3D HZP Assembly

• #4  HZP 3x3 Assembly CRD Worth

• #5  Physical Reactor Zero Power Physics Tests (ZPPT)

• #6  HFP BOL Assembly

• #7  HFP BOC Physical Reactor w/ Xenon 

• #8 Physical Reactor Startup Flux Maps

• #9 Physical Reactor Depletion

• #10  Physical Reactor Refueling

• Integrate with Challenge Problem components

Limited Beta
Release
9/15/2012

VERA 2.0Mar 31
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FY12 goals for VERA development
• evolve baseline and advanced capabilities

– baseline capabilities
• refine and support for use by AMA and VUQ
• limit new development (improved coupling strategy)

– advanced capabilities
• emphasize usability and workflow (user-friendly I/O, etc.) for 

high-end workstations and small clusters
• emphasize fidelity and coupling for larger platforms
• target release to RSICC by end of FY12

• common infrastructure needs
– improvements to LIME (enhanced UQ support, etc.)
– geometry, mesh generation, solution transfer
– common libraries/databases for properties

VERA 1.1 (09/2011)

VERA 1.2 (12/2011)

VERA 2.x (2012)
Date Snapshot Comment
03/2012 VERA 2.0 CASL L2 milestone
05/2012 VERA 2.1 CASL L3 milestone
07/2012 VERA 2.2 DOE L1 milestone
09/2012 VERA 2.3 CASL L2 milestone, with release of targeted

collection of components to RSICC
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September Limited Beta Release to RSICC
• recent discussions have clarified and refined goals

– primary goal is to exercise RSICC release process
– limited to CASL partners only at this time – precursor to future more broad releases
– initial documentation, limited user support

• “VERA components” not “VERA” – demonstrations of multiple tools
– definite

• pin-homogenized transport neutronics (Denovo + XSproc)
• coupling infrastructure demonstration (LIME + Trilinos solvers + DAKOTA)

– attractive and high probability candidates
• Drekar – including mesh(es) for specific problem(s)
• Hydra-TH – including mesh(es) for specific problem(s)
• COBRA-TF driven by DAKOTA – leverage earlier VUQ work with VIPRE-W
• pin-resolve transport neutronics (DeCART) – needs some mods (new xs lib, input)
• PEREGRINE?

• gating factors for inclusion – required by end of May:
– license issues resolved, functionality complete, full integration into VERA development 

environment to ensure stability via test infrastructure
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Supplemental
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VERA (Virtual Environment for Reactor Applications) 
combines advanced capabilities with mature, validated, 
widely-used codes.

Chemistry
(crud formation, 

corrosion)

Mesh Motion/
Quality 

Improvement

Multi-resolution
Geometry

Multi-mesh 
Management

Fuel Performance 
(thermo-mechanics, 
materials models)

Neutronics
(diffusion, 
transport)

Reactor System

Thermal 
Hydraulics 

(thermal fluids)
Structural 
Mechanics

LIME
Multiphysics

Integrator

• FALCON: Current 1D/2D 
workhorse (EPRI)

• PEREGRINE: Advanced 
2D/3D capability (INL)

• BOA: Current CRUD 
and corrosion 
workhorse (EPRI)

• MAMBA: Advanced 
capability (CASL)

• PARAGON (Lattice physics) + ANC (nodal 
diffusion): Current workhorse (WEC)

• Deterministic transport: SCALE/Denovo
(ORNL), DeCART (UMich), PARTISn (LANL)

• Monte Carlo transport: MCNP5 (LANL), 
SCALE/KENO/SHIFT (ORNL)

• Hybrid: FW-CADIS (ORNL)

• VIPRE (EPRI), VIPRE-W (WEC), COBRA: Current 
subchannel flow workhorses

• Drekar (SNL), NPHASE (RPI), Hydra-TH (LANL): 
3D CFD capability

• STAR-CCM+ (CD-adapco), TransAT (ASCOMP): 
commercial CFD capabilities

• SIERRA (SNL) +
AMP (ORNL)

• RETRAN (EPRI)
• RELAP5, R7 (INL)
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Lightweight Integrating Multiphysics Environment (LIME)

Base LIME
software

Physics
Component A

Model 
Evaluator 

Physics
Component C

Model 
Evaluator

Physics
Component B

Multi-Physics
Driver

Input File(s) Input File(s) Input File(s)

Trilinos, NOX
Solver Library

Input 
Files 
(xml)

Dakota
Sensitivity, UQ

Model 
Evaluator

Problem
Manager

bl
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LIME-based coupling diagram for ANC-VIPRE-BOA

Base LIME
software

ANC9
Neutronics

ANC9
Model 

Evaluator 

BOA
CRUD deposition 

BOA
Model 

Evaluator

VIPRE-W
Thermal Hydraulics

Multi-Physics
Driver

Input File(s) Input File(s) Input File(s)

Trilinos, NOX
Solver Library

Input 
Files 
(xml)

Dakota
Sensitivity, UQ

VIPRE-W
Model 

Evaluator

Problem
Manager

bl
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Summary of VERA-based CRUD/CIPS analysis

• overall workflow (initial)
– use tool composed of Foundation and Core Simulator components, along with 

simplified system capability, to identify CRUD-vulnerable locations
– use tool composed of Foundation, Core, and Advanced components to predict 

CRUD formation
– use tool composed of Foundation and Core Simulator components to analyze 

CIPS
• potential improvements

– automate process (single automated analysis rather than 3-stage)
– design optimization
– sensitivity analysis and UQ

24

CASL is using Agile software development processes
• software development processes:

– processes, practices and activities that drive software development
– customer interactions (e.g. requirements gathering)
– contract models
– planning, day-to-day coordination, releases, etc.

oftware development
ering)

tc.

Agile methods fix Time (fixed iterations, 
fixed releases) and Effort (fixed team size) 
and vary Scope (functionality) based on 
iterative feedback with customer(s).

Traditional waterfall approach is unable to 
accommodate changing requirements and 
research-driven projects.
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Challenge-problem driven development

• CASL is following a challenge-problem driven plan
– use specific relevant problems to drive development of broadly-

applicable capability
• could be viewed as large-scale iterative development
• more appropriate for program with significant R&D components
• feedback from customers / users on priorities is critical

26

The CASL Quality Management System
• maps three major Quality standards to our internal processes

– DOE O 414.1C
– ISO 9001-2008
– NQA-1-2008 & Part II Subpart 2.7

• supported by a dedicated Quality Manager who reports to the 
CASL Director

• documented in a Quality Manual, continually revised and 
published yearly

• reviewed yearly for continuing suitability
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The CASL QA Program Strategy is Built on 
Process Maturity Levels

Level 1 
(Initial)
• Undocumented
• Constantly changing
• Driven by personal heroics

Level 2 
(Repeatable)
• Established process, but 

inconsistent
• No rigorous discipline

Level 3 (Defined)
• Documented
• Standardized
• Improving with time

Level 4 (Managed)
• Measureable
• Controlled using metrics

Level 5 (Optimizing)
• Focus is on continuous 

improvement

• Requirements of 
the standards are 
implemented by 
Processes.

• Processes are 
graded according 
to their maturity 
using a scale 
similar to that used 
by the CMM 
system.

28

The Predictive Capability Maturity Model (PCMM) will 
be used to measure the progress of VR development
• Developed for modeling and simulation efforts based on similar assessment models for other areas 

such as NASA’s Technical Readiness Levels and Carnegie Mellon’s Capability Maturity Model
• Measures process maturity by objectively assessing technical elements

AMA will annually assess VERA against challenge problems

Technical 
elements
• Representation 

and geometric fidelity
• Physics and material 

model fidelity
• Code verification
• Solution verification
• Model validation
• Uncertainty quantification 

and sensitivity analysis

Maturity 
level

Assessment of 
completeness / 
characterization

Evidence
of maturity

Level 0 Little or no assessment Individual judgment 
and experience

Level 1 Informal assessment Some evidence 
of maturity

Level 2 Some formal assessment, 
some internal peer review 

Significant evidence 
of maturity

Level 3 Formal assessment, 
essentially all by 
independent peer review

Detailed and complete 
evidence of maturity
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CASL is using a modified Scrum-ban process, with 
semi-annual major releases and assessments

• users prioritize goals 
for next 4-week 
iteration

• team determines work 
assignments

• deliver and demonstrate to users
• Review / Retrospective / Planning 

for next iteration

• two 30-minute standup 
meetings each week

EndExecute     Start

iteration
• team determines work

assignments

for n

Desirable attributes
• emphasis on collaboration and 

adaptability
• constant communication / interaction

– both within team and with user 
community

• accommodates changing 
requirements & unpredictability 

• based on methodologies being used by partners
• combine attributes of Scrum and Kanban methodologies
• customized for CASL and refined as needed (iteratively)
• enabled diverse team to be productive very quickly

Agility + Formality

Scrum: http://en.wikipedia.org/wiki/Scrum_%28development%29

•
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VERA deployment strategy considerations

• FY12 programmatic drivers
– internal snapshot in March (CASL L2 milestone)
– more open release end of July (DOE milestone)

• on-going tensions
– usable tool vs. demonstration simulations
– complete tool vs. infrastructure/framework

• user classes for target customers
– CASL partners, IC members, National Labs, wider industry 

community, Universities (professors, undergrads, grad 
students)

– both developers and end-users
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Stephen M. Hess
AMA Deputy FA Lead
Industry Council Meeting
7 – 8 March 2012
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VERA-C (Core Simulator) VERA-A (Advanced)CASL-FL (Foundation Library)

Time

• Leadership-class computing
• Advanced capability
• Driven by challenge problems
• Use in collaboration w COE
• Continually developed

• Industrial class computing
• Mature capability
• Driven by baseline problems
• Deployed to industry & 

academia
• Annual releases

• Foundational components
• Open source (non-EC)
• Deployed to industry & 

academia
• Annual releases

“VERA is not just a single 
piece of software, but a set of 
capabilities and the methods 
to effectively apply them.”

CASL R&D
• Leadership-class 

computing
• Cutting-edge capability
• Driven by research 

problems
• Unstable

VERA Strategy: Migrating Advanced Capabilities to 
the Nuclear Industry
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VERA Requirements Hierarchy in VRD

CASL AMA milestone to submit VRD revision to SLT for 
review / approval by 31 March 2012 

4

Key Outcomes from VRD Assessments and Meetings 
with Other FAs

Key Conclusion 1: For CASL to successfully achieve its mission, it is critical 
that VERA provide capabilities to successfully address the Core Simulator 
Benchmark Problems. Hence, it was determined to explicitly identify the 
Foundational Capabilities contained in the VRD that are necessary to 
achieve this capability by 31 December 2013 (consistent with previous 
recommendations provided to the CASL SLT by the Board of Directors and 
both the Science and Industry Councils).
Key Conclusion 2: As part of this revision to the VRD, requirements will be 
added to require each FA to develop a plan and schedule for 
incorporation of each Foundational Capability into VERA.

Desire ongoing IC input / feedback on fundamental / desired 
capabilities and on timeframes / methods for deployment to industry  
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Benchmark Progression for  VERA Development

• #1  2D HZP Pin Cell

• #2  2D HZP Lattice

• #3  3D HZP Assembly

• #4  HZP 3x3 Assembly CRD Worth

• #5  Physical Reactor Zero Power Physics Tests (ZPPT)

• #6  HFP BOL Assembly

• #7  HFP BOC Physical Reactor w/ Xenon 

• #8 Physical Reactor Startup Flux Maps

• #9 Physical Reactor Depletion

• #10  Physical Reactor Refueling

Start with Single Physics 
Neutronics

Model Zero Power Physics 
Tests and  Compare to 
Plant Data

Continue to Coupled 
Physics Modeling of 
Reactor Operation

6

VERA Requirements Hierarchy – Modified Approach

VRD Rev 1 will consolidate high level and detailed technical requirements 
and benchmark progression problems into one requirements document



Industry Council 
Workflow Project Summary

Andrew Godfrey and Jess Gehin
Advanced Modeling Applications

March 7th, 2012

Objectives
• Obtain input from IC members on the potential uses of VERA 

and potential methods of incorporating it into industrial analyses 
and processes for a variety of analysis types.

• Highlight important activities, capabilities, and insight that IC 
members feel are vital to ensuring CASL will successfully provide a 
tangible benefit to the nuclear power industry.

• Provide detailed workflow of important activities to AMA & VRI 
for education and development purposes.

Collaboration between industry technical experts, AMA, and VRI



Plan
• Execute in Two Phases

– Phase 1 = mostly US LWR Fuel Vendors and Utilities
• Initial “interviews” focus on LWR fuel and operating issues
• Provide bases for initial documentation

– Phase 2 = remaining participants
• Review draft documentation and fill in gaps
• Provide other perspectives

• CASL AMA/VRI Staff to visit member sites or conduct telecons
• CASL to prepare a report and circulate amongst IC and CASL staff

– Data collected will be used for informing software development, requirements, 
and strategic planning

Status
• Six meetings conducted

– Duke Energy 10/17/2011
– Westinghouse 10/20/2011
– Dominion 11/7/2011
– AREVA 11/8/2011
– GNF 11/14/2011
– GSE 2/9/2012

• Additional comments received
– TVA, Rolls-Royce

• Draft report completed 12/31/2011 
• Revised report sent out to participants for comments 1/25/2012
• Comment being accepted and are being incorporated 
• Final report to be completed by 3/30/2012.p y

A large amount of great information!

• CASL Participants:
– John Gaertner, IC Chairman
– Andrew Godfrey, AMA
– Jess Gehin, AMA Lead
– Scott Palmtag, AMA/VRI



Example Discussion Topics
• Specific analysis workflows (CIPS, CILC, GTRF, reload work, etc)
• Technical issues and limitations
• Financial restrictions (cost-benefit tradeoffs)
• Personnel availability and training requirements
• Computational resources
• Code interfaces, data exchange, and visualization
• Time allotment for analyses
• Intellectual property concerns
• Potential applications of VERA
• Methods validation and licensing needs
• What is important?  Fidelity, safety, runtime?

Large informal discussions led to significant insight for CASL!

High Level Results
• Analyses and Workflows are extremely varied

– Different organizations do work differently with different resources
– Analyses are driven by power plant specific experiences or industry, regulatory, or 

customer interaction (the proverbial “squeaky wheel”)
– Resource decisions are governed by business financials, not new technology

• What is common?
– General purpose tools are adapted and combined for specific analyses

• Core simulator (neutronics & simple T/H), Sub-channel, Mechanics, System
• Typically developed, validated, licensed, and evolved separately
• Typically single physics, single processor, and very fast
• Very little coupling/feedback between disciplines

– Fully integrated core analysis is a primary desired capability
– Better fidelity/coupling is desired but R&D is not supported without a solid 

business/financial case.

No “one-size-fits-all” software solution!



General Workflow Properties
• Typically ASCII interfaces to engineering grade codes in unix

environment
– Few GUIs, except for BOA, STAR, etc

• Data is manually transferred via ASCII or binary files
• Homegrown pre and post-processors often combine/reformat data for 

transfer to other codes
• Little parallelization is used.  Limited CPUs shared amongst many.
• Almost no output visualization is used (except STAR)
• Analyses may include 100s or 1000s of full core simulations
• Analysis space is often limited due to limited CPUs, time, or personnel
• Time bottleneck is often verification and documentation
• Uncertainty quantification is not integrated into analyses
• All methods have high validation pedigreeg p g

Workflows created by decades of consistent, safety-grade 
analyses with tried-and-true engineering methods

Specific Workflows
1. General Reactor Core Simulation

– 2D Lattice physics + 3D nodal diffusion methods
– Coarse mesh, fast running (seconds)
– Tight coupling to coarse T/H
– Up to 100’s or even 10,000’s cases per analysis
– Methods licensed for safety-related application

2. CIPS (CRUD Induced Power Shift)
– Risk Assessment based on EPRI BOA Methodology
– Core simulator � Sub-Channel T/H � BOA
– BOA results used for loading pattern scoping and screening for CILC
– BOA does not predict CIPS, but bounds the CRUD operating experience (tuned)
– ���������	
����
�������
�������������
�����
��
����
– Large validation basis for BOA methodology (30-40 cores)
– Methodology relies heavily on collected industry experience



Specific Workflows (cont)
3. CILC (CRUD Induced Local Corrosion)

– Follows CIPS risk analysis during reload loading pattern design for a few members
– Requires high-fidelity multi-physics at the sub-rod level over long time scales
– Fine mesh sub-channel T/H & BOA analysis is done only for suspected limiting 

assemblies using CFD results and 3D pin powers from core simulator
– Setting up new BOA or T/H inputs requires significant expertise
– Full analysis can take several months, too long for large loading pattern changes

4. GTRF (Grid-To-Rod Fretting)
– Combination of CFD small scale analysis and physical testing of grid designs
– Infinite number of core conditions (flows, irradiation, temperatures) 
– Requires multi-discipline expertise in mechanics, flows, materials, vibration
– Data retention, quality control, visualization important
– Large datasets generated on large computers remotely
– Real challenge is model validation and demonstration of benchmarks

YesNeutronics       .     .

Core Simulator

CIPS Risk Evaluation

Core
Physics

Core
T/H

Lattice
Physics

Sub-Channel
T/H CRUD

Boron
Mass

Previous 
Cycle Data

Criteria
Compare calculated Boron mass 
over entire cycle to a ‘low risk’ 
threshold = X lbm Boron 

Input Input

Output

Input

Output

XS

Assy
Powers

Input

Post 
Proc

Output

Input

Output

Ok?

No

- full cycle depletion
- loading pattern        
optimization

Previous 
Cycle Data

.aoa
Document

& Verify

Pin
Powers

To CILC Analysis-Reactivity
-Critical Boron
-Critical Control Rod Positions
-Assembly and Rod Powers
-Assembly and Rod Exposures
-Core Coolant Density Distribution
-Core Axial Offset
-Instrument Response
-Neutron Fluence



CILC Risk Evaluation

Generic 
Assy
CFD

Fine mesh 
Sub-Channel

T/H

Fine mesh
CRUD

Previous 
Cycle Data

Input

Output

Input

Heat
Trans
Coeffs

Post 
Proc

Output

Input

Output

.aoa
Document

& Verify

Pin
Powers

From Core 
Simulator

Select 
Assy

Post 
Proc

Assembly Analysis

Yes

CRUD
Thickness

Ok?

No

To Core 
Simulator

Yes
NoMore 

Assys?

Criteria
Compare calculated 
CRUD thickness over 
entire cycle to a ‘low 
risk’ threshold = X mils

Screening for limiting assembly

General Insights for CASL

• More versatile, general purpose toolkit for full core analysis is 
preferred.  Capability needed to explore current and future 
problems with better, more accurate, or more coupled tools.  
Interesting in V&V of current methods.

• More interested in solutions to problems – new revelations.. 
not production tools.
– Solution = Simulation (CASL?) + Analysis + Methodological Changes
– CASL tools will not be fast enough for most production work – users won’t abandon 

current methods
– Need a new way to learn and explore complex reactor/system problems in new 

ways



General Insights for CASL

• CIPS/CILC/GTRF not limiting for some members, or easily 
avoidable.
– Higher fidelity may not be most important.  CRUD analysis limited by source term 

(system & cleaning)
– BOA methodology is tuned to reference cycle 
– CILC has very low probability of occurrence, often mitigated by other design limits
– GTRF is fuel vendor issue, not utilities

• BOA is not just a software product, but implementation of a 
methodology. It relies heavily on a large validation set and 
collective industry recommendations.  It also requires unique 
technical expertise.

General Insights for CASL

• NPP economics are dominated by generation, not fuel.  
Operational issues are a concern but will not limit uprates,
etc.  Financial focus is making electricity.  What is 
“important” can change often in an environment of business 
and safety.

• An integrated system view is more important than high-
fidelity core models.  The uncertainty in models for plant 
systems and response is the limiting factor in licensing basis 
analyses.



General Insights for CASL

• Will not use if there are proprietary interfaces, but would consider a 
‘black box’ application.

• Don’t embed PWR assumptions – don’t restrict BWRs, SMRs, etc.

• Maintain licensibility.  Be accepted by regulator as accurate benchmark.

• CFD is not trusted enough yet to provide reliable benchmarks for simpler 
methods

• Many industry codes tend to provide a relative gauge of risk, but 
sometimes fail to identify the real margin to a problem (such as 
CIPS/CILC)

Questions and Discussion
• Questions about the project or report?
• What did we miss?  Additional comments?  
• Was the one-on-one technical communication beneficial?
• Can we continue these (annually?) as an AMA project for end-user 

engagement?
Thank you for the candid discussion 

and warm hospitality!!
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Planned IC Pilot Project Overview (1 of 2)
• Purpose: apply CASL developed products / methods to near term 

issue(s) facing US nuclear industry where high fidelity modeling / 
high performance computing can make a critical contribution

� fuel reload and risk analysis 
� new fuel design
� safety analysis
� other business / research applications 

•     Considerations in project selection
� VERA v2.0 capabilities
� perceived value to industry stakeholders (through IC)
� need to apply high performance computing resources to analyze / address 

issue
� potential to apply coupled multi-physics capability / advanced modeling 

approaches developed   
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Planned IC Pilot Project Overview (2 of 2)
• Only one pilot project would be conducted over the course of Fiscal 

Year 2012. 
� CASL budget limitation 
� Ongoing interaction between the CASL staff and the IC should work to 

identify / plan additional follow-up pilot projects
• The rankings serve as an initial prioritization 

� Discussed in CASL Report  “Evaluation of Industry Council Pilot Project 
Alternatives” (AMA.REQ.P4.01)

� Technical discussion with IC members at 7 – 8 March 2012 meeting
• Desired Outcomes from IC Discussion

� Obtain IC consensus to select pilot project for AMA to present to CASL SLT 
for project approval

� Identify IC points of contact for technical interface on selected pilot project

4

Pilot Project Evaluations / Ranking (1 of 3)

Project

Near-Term
Value to 
Industry

Stakeholders

Current 
VERA 

Capability 
to Execute

Description Comments/Concerns
Estimated Effort 

Required (5 = 
High / 1 = Low)

Rank

Evaluate 
potential core 
flow impact of
post-LOCA 
fibrous 
material 

High Yes

Using the existing quarter-core 
Watts Bar CFD model, evaluate 
coolant flow paths for post-
LOCA conditions with fibrous 
material buildup and 
considering anticipated operator 
actions.  The fibrous material 
will not be tracked in the 
simulation; rather, the blockage 
will be simulated as an 
increased pressure drop across 
the bottom nozzle/lower end 
grid portion of the fuel 
assemblies.  All spacer grids 
will be simulated as porous 
media to reduce computation 
requirements.  

Initial conversations with NEI 
and the PWROG indicate strong 
level of interest in supporting 
and contributing to this effort.   
A full-core model may be 
needed to simulate asymmetric 
flow conditions such as those 
imposed when a single RCP 
restart is completed.  All 
evaluations would be single-
phase flow, steady state 
conditions, forced and natural 
convection enabled using 
current baseline tool (STAR-
CCM+).

2 1

GTRF Med Partial

Using the existing quarter-core 
Watts Bar CFD model, locate 
and rank high risk GTRF 
locations within the reactor 
core.  Consider studying the 
effects of penetrations in the 
baffle walls (such as B&W unit 
LOCA holes) with the same 
model.

Pilot scope represents currently 
envisioned CASL milestone 
activities. Current model may 
not have a fine enough mesh.  
Vessel details may need to be 
added.  These changes represent 
a significant effort. 

2 2
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Pilot Project Evaluations / Ranking (2 of 3)

CIPS Med Partial

Use Advanced VERA to 
simulate several cycles of a unit 
having large CRUD deposition 
and CIPS (suggest Duke units) 
and compare/contrast with 
measured results and baseline 
predictions.

Pilot scope represents currently 
envisioned CASL milestone 
activities.  This project would 
demonstrate coupled multi-
physics capability of VERA. 
However, recent assessment of 
current Advanced VERA 
capabilities provides some level 
of doubt that this could be 
successfully completed using 
CASL advanced codes within 
desired timeframe (end of 
2012). 

3 3

Post-LOCA 
boron mixing Med Partial

Use VERA to simulate post-
LOCA boron distribution and 
precipitation of boron in the 
core.

Rigorous analysis will require 
use of systems code (e.g. 
RELAP-5).  Using some 
boundary condition 
assumptions, it is possible to do 
some simulations without 
RELAP. It is likely that 
MAMBA will contain the basic 
science necessary; however, it 
will need to be modified to 
handle post-LOCA conditions. 
Since this capability is not 
available, this effort cannot be 
completed within desired 
timeframe (end of 2012).  

5 (with RELAP-5)

3 (after MAMBA 
integration into 

VERA)

4

Grid and Baffle 
wear for B&W 
plants

Med Partial

Simulate the motion of fuel 
assemblies and the reactor 
vessel under normal steady state 
flow conditions to identify 
contact conditions with the core 
baffle plates.  Calculate wear of 
fuel assembly spacer grids based 
on predicted contact and using 
available wear coefficient data.  
Calculate wear of fuel rods 
based on predicted contact and 
using available wear coefficient 
data.  Compare predictions of 
spacer grid damage and rod leak 
predictions against end of cycle 
visuals and date in cycle when 
leaker was reported.

The simulation is partially 
supported by the GTRF wear 
challenge problem solutions.  
Additional VERA development 
would need to be completed to 
address the required structural 
and vibration capabilities; 
however, this development 
effort yields much-needed 
VERA capabilities (supports 
seismic evaluations).  Limited 
broad applicability to industry 
(large wear is limited to B&W 
plants). Likely better suited as a 
CASL Test Stand application.

4 5
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Pilot Project Evaluations / Ranking (3 of 3)

Study of 
tradeoffs 
between EPUs
and 24 month 
cycles

Low No

With coupled VERA 
capabilities, run parametric
studies varying cycle length (to 
24 months), fuel enrichment 
(with greater than 5wt% 
acceptable), core loading pattern 
and unit power to determine the 
optimum cycle conditions, 
considering performance 
parameters such as pin peaking, 
pin centerline temperature, and 
DNB margin.   Financial 
considerations such as current 
cost of enrichment will not be 
considered. 

Current Advanced VERA 
capabilities do not support this 
assessment at this time.

5 6

Other CFD 
applications Low No

Use VERA to simulate hot leg 
streaming, lower plenum 
anomaly, and other flow-based 
issues.

Although current VERA 
advanced capabilities do not 
support this assessment at this 
time; existing tools being used 
with VERA can perform these 
types of analyses for single 
phase flow.  The detailing of the 
existing CFD models is not 
targeted towards the relevant 
core locations; thus, it is likely a 
new model would need to be 
constructed.

5 6

Post-LOCA 
cladding 
integrity 
analysis

Low No

Use VERA coupled advanced 
tools to predict cladding 
condition, including 
temperature, stress, strain, 
internal pressure, corrosion, 
hydriding, clad ballooning, and 
failure.  Map core damage based 
on predictions.

Rigorous analysis will require 
use of systems code (e.g. 
RELAP-5).  Using some 
boundary condition 
assumptions, it is possible to do 
some simulations without 
RELAP. Current VERA 
advanced capabilities do not 
support this assessment at this 
time.  

5 6
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Generic Letter 2004-02

• In 2004 US NRC issued Generic Letter 2004-02 which required 
utilities address adverse affects of containment debris not filtered 
by the sump screens on long-term core cooling (LTCC)

• GL noted that the nuclear industry should demonstrate that 
adequate Emergency Core Cooling System flow is available for long-
term core cooling in the presence of debris blockage at flow 
restrictions downstream of the sump screens � primarily at the fuel 
location 
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Westinghouse Topical 16793

• In response to GSI-191, the Nuclear Industry via 
PWROG provided guidance for fuel effects in 
Westinghouse topical WCAP-16793-NP.

• Goal of topical: to demonstrate with reasonable 
assurance that long-term core cooling requirements of 
10 CFR 50.46 are satisfied with debris and chemical 
products in the recirculating coolant delivered to the 
core from the containment sump.

• WCAP-16793-NP applicable to the fleet of PWRs, 
regardless of the NSSS design (that is, B&W, CE, or 
Westinghouse).

10

Fuel Test Program

• To determine if sufficient flow will reach the core to remove core 
decay heat through a potential inlet blockage, it must be demonstrated 
that the head available to drive flow into the core is greater than the 
head loss at the inlet due to a possible debris buildup.

�Pavailable > �Pdebris

• �Pdebris is determined by fuel assembly testing.

10
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Fuel Test Program

• WCAP fuel testing examined:
– Various fuel types and plant types
– Plant specific debris loads (fiber, 

particulate and chemical) 
– Flow rates corresponding to hot leg 

breaks and cold leg breaks
– Limiting Particulate to fiber ratios

Fuel Assembly Test Loop

12

Westinghouse Test Fuel Assembly

12

Pressure drop time history
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CFD Modeling Approach 
•Transient natural convection 
simulation.

•To model the effect of debris blockage 
the bottom slice can be turned into a 
porous media region and apply the Dp
to it as a momentum sink.

•Alternate flow paths will be 
investigated

•A typical decay heat will be applied to 
the fuel region.

•Peak temperature of the cladding and 
the fuel pellet will be obtained.

13



SIMULATOR TECHNOLOGIES 
 

GSE Systems, Inc.  
A Global Energy Services Solutions 

Provider 
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March 7-8, 2012 
North Carolina State University 

Duncan Burgess, Principal Developer  
Zen Wang, Director of R&D 
Steven Freel, CTO 
Gill Grady, EVP Business 
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• Brief Introduction to GSE 
• Traditional Real-Time Simulators 
• The New Missions of Simulators 
• Engineering Simulation 

– Intelligent Simulation Information System 
– RELAP5-HD 

• The New Missions, Post-Fukushima 
– PSA-HD 
– Coupling with LIME, VERA 
– Smart Simulator 

• Collaboration 
 

AGENDA 
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• Profile 
– World leader in advanced simulator solutions and training programs   
– World Leader in Nuclear Simulation 
– Vertical Markets:  Nuclear, Fossil, Oil & Gas, Chemicals 
– Over 1,100 Installations, 160 Customers, 48 Countries 
– Founded in 1929, IPO in 1994 
– Headquarters in Sykesville (Baltimore) Maryland 
– 260 Employees in 8 locations in 5 countries 
– Annual Revenue $40M+ 

 
• Relevance to our customers 

– Culture of working with customer to solve problems 
– Strong Project Management Process & On-Time Delivery record 
– Depth of Staff and Breadth of Knowledge so there is No Single Point of Failure 
– Customer Choice for First of a Kind Projects 

 
 
 
 

GSE SYSTEMS, INC. 

O&G  
Refinery Fossil - Coal Nuclear 

 Power 
Training  
Centers 

Training 
Technology 
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BLENDED LEARNING & SIMULATION PRODUCTS 

Self Paced Tutorial 

Full Mission Simulators 

Instructor Led 
Training 

Configurable Part task 
& Procedures trainers 

3-D Maintenance 
Trainers 

Full Mission SimulatorsFull Mission Simulators

Selff Paced Tutorial

& Procedures trainers

Training

Integrated 
Models with 3-D  

The right training solution 
for the right step of the 
learning process 
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• Real time simulator came to the Nuclear industry as training tools in 
the 1970s 
– Full plant modeled but computing power limited the fidelity 
– Models often “hand crafted” to mimic plant dynamics 
– Basic models adequate for analog controls, traditional hard panel 

control panels and “Old School” plant process computer 
• Today’s NPP Simulator is High fidelity 

– Scope the same But.. 
– High Definition predictive models used to model plant systems 

• Engineering Grade models for Thermodynamics and Neutronics 
• HD first principle models used for all other systems 

– Digital Controls and Modern HSI’s  provide detailed view of systems 
• Today the Real-Time simulator is a “True” Engineering Tool 

– Holistic dynamic plant model  

REAL TIME SIMULATORS 

6# 
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• Broad or Full Scope Plant Model 
– Include primary and Safety system and at least a High Fidelity 

Main Loop 

• All models Integrated and Synchronized (coupling) 
• 1 second of problem time equal 1 second of real time 

(feels like the real plant) 
• Models are interactive  

– Allow engineer to observe and interact with models as they 
execute 

– Allows the models to be operated like the real plant with 
accurate control and logic strategies 

– Can be integrated with real control systems 

WHAT IS A REAL-TIME SIMULATOR 

8 

TRADITIONAL MAIN CONTROL ROOM 
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MODEL - TOPMERET NETWORK DIAGRAMS 

10 

VALVE 

PUMP 

PID 

Generic Components 
Valve, Pump, Heat 
Exchanger, Sensors, etc. 

DCS/MMI 
Control Panels 

Plant System Models: 
NI Systems 
•CI/BOP Systems 

Instructor Station 
 

SIMULATOR COMPONENTS 
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• Holistic Engineering V&V platform 
• Validation of system design issue in integrated “Plant” 

• Controls System Design & V&V 
• Validation and Refinement of Logic and Controls Strategies  
• As a development tool for new control strategies 

• Human Factors Engineering Platform 
• Support design of DCS interface, alarms, procedures, etc. 
• Support design of digital control rooms, information layout 

Demonstrate viability of these designs to Regulator (Show Me) 
• Develop and Validate Operating Procedures 

 

NEW MISSIONS OF THE SIMULATORS 
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I. Upgrade & convert existing 
simulator with Digital Human 
System Interface 
– RELAP5-HD Primary Model 
– Digital Control Room 

Interface 
 

II. HSI Simulator 
– Generic PWR (ANS 3.5 

Simulator) 
– VPanel Interface Platform 
– Developing Digital HSI 

USNRC – HFE SIMULATORS 
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3D VISUALIZATION APPLICATIONS 

Glass Models 

Fundamentals /  Part Task Training 

Generic Flow Loop 

Team Training Part Task Training 

14 

CONTROL ROOM EFFICACY 
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• Idaho National Lab’s RELAP5-3D 
– Real-time version of the industry standard 

reactor transient analysis code 
 

• Studsvik’s Simulate-3R Neutronics Model 
– Real Time Version of the Simulate 3 Fuel 

Analysis Code 
  
• EPRI’s MAAP5  

– Containment and Severe Accident 
 

• GSE’s High Fidelity Modeling Tools 
– JTopmeret: Two Phase BOP System Modeling 
– JControl: High Fidelity Control Modeling 
– JElectric: High Fidelity Electrical System Modeling 
– JDesigner: Flexible HSI Development Environment 

 

HIGH FIDELITY PREDICTIVE MODELS 

15 
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22 RELAP5-HD PROJECTS SINCE 2007 
• Kori-3 (Korea) – 

Westinghouse PWR 
– Completed in 2009 

• Yonggwang 3 – System 
80 PWR 

– Completed in 2010 
• Yonggwang 1 – 

Westinghouse PWR 
– Completed in Q1, in 2011 

• Tsuruga 2 – PWR 
– Will be completed in 2012 

• Tokai 2 – BWR 
– Will be completed in 2012 

• KSU R1 – BWR 
– Completed in 2011 

• KSU O1 – BWR 
– Completed in 2011 

• KSU R2 - PWR 
– Will be completed in 2012 

• KSG D46 – PWR 
– Completed in Q4, 2011 

• Muhleburg – GE BWR 
– Completed in Q2, 2011 

• Kozloduy – VVER1000 
– Will be completed in Q2, 

2012 
• NuScale – Small Modular 

Reactor 
– Completed 2 stages,  

• US NRC – BWR 
– Completed in Q4, 2011 

• mPower – Small Modular 
Reactor 

– Stage 2 completed in 
Dec 

• KSG S2 - BWR 
– Will be completed in 

2012 

 

• K5 – Japan 
– Will be completed in 2012 

• HEU - China 
– Object code delivered in 

November, 2011 with 
legal export license 
approved 

• KSG D43 - PWR 
– Will be completed in 2012 

• KSG D45 - PWR 
– Will be completed in 2012 

• Rivno 2 - VVER 
– Will be completed in Q3, 

2012 
• JMTR – Test Reactor 

– Will be completed in Q3, 
2012 

• US NRC - AP1000 
– Will be completed in Q4, 2012 
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GSE FIRST OF A KIND/ENGINEERING SIMULATOR EXPERIENCE 

17 

Pebble Bed Modular 
Reactor 

IGCC China 

Westinghouse AP1000 
NuScale Power Ultra Supercritical 

Korea 
SMART  
Korea Atomic 
Energy 
Research 
Institute  

HYH CPR-1000 
HFE and Control 
V&V Platfrom  

B&W 
mPower 
Engineering 
and HFE 
Simulator 
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ISIS – INTELLIGENT SIMULATION INFORMATION SYSTEM 
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LIFE CYCLE OF A RECORD 

Active_Flag first_baseline_Tag last_baseline_Tag

Active Record None Baselined

Deactivate

1 null null

Active_Flag first_baseline_Tag last_baseline_Tag

TO inactive Record None Baselined

0 null Y

Baseline

Active_Flag first_baseline_Tag last_baseline_Tag

TO inactive Record Baselined

0 Y Y

Baseline

Y is the next baseline Tag ID

Starting with a new record

Active_Flag first_baseline_Tag last_baseline_Tag

TO Active Record Baselined

1 X null

Active_Flag first_baseline_Tag last_baseline_Tag

TO Inactive Record Baselined

1 X X + n

Deactivate

Belong to base line X and all the n  
future baselines as long as the record 
remains active

Since the record might have been active during 
n baselines
X + n is the next baseline Tag ID
For baselines X <=  y < X + n the record is active
For baselines y = X + n the record is inactive

n baseline(s) might 
happen between these 
states

GSES Database  Records Life Cycle

20 

JCONTROL/ISIS FOR I&C DESIGN 

Develop Draw Generate Deliver 

  

Base Icon 
Library 

  

Control 
Logic 

I/O List   

to DCS 
Vendor 

Set Points 

AutoCad 

Dynamic Data Centric Simulator 
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HD CLIENT AND SERVER 

21 

output 

input 

Client 
  

  

 
Simulator Host Executive  

(GSE or non-GSE) 

HD Client 
Executive #1 

  

  

Server 

Client C 
Module 

Server 
input/output Status request 

control 

Customized 
Plug-in interface 

Client 

Standard HD 
Server 

Configuration 
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ENGINEERING ANALYSIS 
MULTI CLIENTS AND SERVERS 

Simulator Host Executive System 
(GSE or non-GSE) 

HD Client 
Executive #1 

HD Client 
Executive #n 

HD Client 
Executive #m 

HD Server #1 
RELAP 

HD Server #1x 
S3R 

HD Server #m 
RELAP 

HD Server #my 
S3R 

HD Server #n 
MAAP 

HD Server #nz 
MAAP 
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HD SERVER 

• Keep integrity of the 3rd party codes  
– for rigorous configuration control 

• Have access to memory 
in 3rd party engineering 
codes (via aliases)  
– for ease of snap/reset, 

monitoring, data 
collection, interfaces, 
debugging. 

24 

MAIN HD PROCESSES 

freeze 

Create 
restart or 
update 
input 
decks  

Start HD 
Executive 

Read Input or 
Restart Decks 

Initialize 3rd Party 
Engineering Code 

Run a Frame 

Interactive User 
Actions 

HD IC Files 

reset 

snap 

End 

Text Edit 
Output 

Input or Restart 
File 

Start 3rd Party 
Engineering Code 

batch Job 

Read Input or 
Restart Decks 

Initialize 3rd Party 
Engineering Code 

Run the Whole Job 

  

End 

Scheduled  
Time end 
  

exit  

3rd Part 
Engineering 

Code 

Scheduled  
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• Beyond design basis accident, MAAP, 
Melcor, PRA 

• Provide full or broad scope plant system 
view complimenting detailed component 
analysis, e.g., RELAP7, VERA. 

• “Smart” simulator – predictive, risk-
informed decisions 
 

NEW MISSIONS, POST-FUKUSHIMA 

26 

• PSA-HD enables the integration of MAAP 
(Melcor) into the real-time training simulator for  
– Severe accident sequence of events and 
– Emergency procedures such as Severe Accident 

Management Guidelines (SAMGs) 
– Probabilistic Safety Analysis 

 
• Full Scope Simulator 
• Desktop Simulator 
• PRA/PSA  Analysis Tool 
 

PSA-HD OVERVIEW 
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DC COOK PSA-HD PROJECT 
• Was using MAAP4 for Containment and Aux Bldg 
• Upgrade to PSA-HD and add Fuel Pool and Severe 

Accident 
 
 

Auxiliary 
Building 

MAAP5.01 
 
 
 
 

Spent Fuel 
Pool 

Unit 2 
Containment 

MAAP5.01 

RCS  
RETACT 
MAAP 
5.01 

SG 
RETACT 
MAAP 
5.01 

Core 
S3R 

Unit 1 
Containment 

MAAP5.01 

RCS  
RETACT 
MAAP 
5.01 

SG 
RETACT 
MAAP 
5.01 

Core 
S3R 
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FINAL SIMULATOR PLATFORM  

Simulator 
MST 

RTEXEC 
 

A RTEXEC as 
Client for MAAP 

Servers 

HD MAAP Server 1 
Unit#1 RCS, SG 

Containment 

HD MAAP Server 2 
Auxiliary Building 

HD MAAP Server 3 
Spent Fuel Pool 

HD MAAP Server 4 
Unit#2 RCS, SG 

Containment 

Step 2 - 6 

Step 
2 - 4 

Step 
2 - 4 

Step 
5 

Step 
6 
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Simulator, MST 

 SIMULATOR AS CLIENT, LIME AS SERVER  

HD  
Server 2 

HD  
Server 1 

HD  
Server n 

LIME 

Program Manager 

HD Client 

Multi Physics 
Driver 

Lime 
Model 2 

LIME 
Model 1 

LIME 
Model n 

LIME Client 

RTEXEC 1 

RTEXEC 2 

DCS 

Soft Panel 

Instructor 
Station 
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Simulator 
Interactive 
EXEC 

 LIME AS CLIENT, SIMULATOR AS SERVER  

HD  
Server 2 

HD  
Server 1 

HD  
Server n 

LIME 

Program Manager 

HD Client 

Multi Physics 
Driver 

Lime 
Model 2 

LIME 
Model 1 

LIME 
Model n 

LIME Client 
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 LIME AS CLIENT (HD AS SERVER)  

HD  
Server 2 

HD  
Server 1 

HD  
Server n 

LIME 

Program Manager 

HD Client 

Multi Physics 
Driver 

Lime 
Model 2 

LIME 
Model 1 

LIME 
Model n 
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• Training operator and TSC staff for post-
Fukushima  

• Making risk-informed decision under large 
uncertainty 

• Enabling technologies 
– Multi-physics simulation engine  
– High-performance computing power 
– Computer science 
– Decision science, including group decision-making, 

organization and culture 
– Quantitative psychology, human factors  

 

SMART SIMULATOR  
RISK-INFORMED PREDICTIVE SIMULATION  
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• Next-generation “smart” simulators have 
potential to catalyze the nuclear industry’s 
competitiveness 
– Enabled by advances in modeling and simulation, 

computational science and technology, human-
machine interactions 

• Labs and universities to research capability 
needs, develop basic methods & techniques 

• Vendor to define platform, provide system 
integration, functionality and testing 

COLLABORATION (?) 
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Nuclear Energy Modeling at the 
IBM Computational Science Center 
John Magerlein 
Manager, HPC Applications and Tools 

March 7, 2012

IBM T. J. Watson Research Center

© 2012 IBM Corporation2

IBM’s Integrated Approach to HPC Simulation
Research, Industrial, Business Problems

HPC Platforms

Algorithms Messaging Programming Libraries Performance Analysis

Computational Sciences

Data Workflow Visualization Virtualization MonitoringIntegration

Applications

HPC Services

Computational Science Center
Energy, fluid dynamics, materials, 

physics, weather&climate, 
finance, …

Computing models, frameworks, 
middleware, algorithms, …

Computational Biology Center
Bioinfomatics, pattern discovery, 

genomics, proteomics, systems 
biology, neuroscience, simulation 
from the molecular to the organ 
level, population genetics, …

Blue Gene/Q Power 7 iDataPlex
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Computational Science Center

� 21 IBM Research Division personnel at the Thomas J. Watson Research 
Center plus a global team with broad expertise

� Solves HPC application problems across a wide range of scientific and 
technical fields

� IBM scientists have collaborated with many teams to win numerous
Gordon Bell prizes in fields including CFD, molecular dynamics, and 
quantum chromodynamics

� Experience in modeling and simulation for nuclear energy
– Computational fluid dynamics (CFD)
– Neutronics
– Structural mechanics
– Materials degradation
– HPC frameworks

� Collaborations in nuclear energy modeling with EDF, ANL, LLNL, ORNL

© 2012 IBM Corporation4
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HPC Simulation for Nuclear Energy

� Safely extend lifetime of existing 
reactors from 40 to 60-100 years

� Increase reactor power output

� Design of new more efficient 
and safer reactors which 
produce less nuclear waste

Applications
� Reactor design and operation
� Fuel cycle
� Waste minimization and management
� Safety
� Cost
� Earthquake modeling

Simulation domains
� Thermohydraulics (CFD)
� Neutronics
� Structural mechanics
� Materials science and 

aging

© 2012 IBM Corporation6

Computational Fluid Dynamics (CFD)

Over 20 CFD codes run on IBM HPC systems
� Code Saturne (EDF)
� NEK5000 and NEKTAR
� OpenFOAM
� Gas turbine engine simulation using AVBP code (CERFACS)
� Simulation of aircraft wakes (ETH Zurich)

NEK5000
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Classical Molecular Dynamics – ddcMD 
2005 Gordon Bell Prize Winner

� Scalable, general purpose code for 
performing classical molecular 
dynamics (MD) simulations using highly 
accurate MGPT potentials

� MGPT semi-empirical potentials, based 
on a rigorous expansion of many body 
terms in the total energy, are needed in 
to quantitatively investigate dynamic 
behavior of d-shell and f-shell metals.

� 524 million atom simulations on 64K 
Blue Gene nodes achieved 101.5 TF/s 
sustained. Superb strong and weak 
scaling for full machine

Visualization of important scientific findings 
already achieved on BG/L: Molten Ta at 
5000K demonstrates solidification during 
isothermal compression to 250 GPa

2,048,000 Tantalum atoms

Frederick H. Streitz, James N. Glosli, Mehul V. Patel, Bor Chan, Robert K. Yates, Bronis R. de Supinski (Lawrence 
Livermore National Laboratory); James Sexton, John A. Gunnels (IBM)

Similar methods could be applied to 
degradation of materials under neutron 
bombardment and thermal stress

© 2012 IBM Corporation8

Major Nuclear Energy Codes Used by EDF

Application Area Code Availability Reference
CFD (single phase) CODE_SATURNE Open source research.edf.com

CFD (two phase) NEPTUNE_CFD AREVA, CEA, 
EDF, IRSN

research.edf.com

Structural mechanics CODE_ASTER Open source www.code-aster.org

Thermal studies SYRTHES Open source research.edf.com

Neutronics COCAGNE EDF
Environmental
hydraulics

TELEMAC Open source www.telemacsystem.com

Framework
(workflow, data 
exchange, coupling)

SALOME / YACS / 
MED

Open source www.salome-platform.org
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Jean-Francois Hamelin, SciDAC Conference 2008
https://hpcrd.lbl.gov/SciDAC08/files/presentations/JFHamelin-EDFpresentation-Scidac2008_Publication.pdf

© 2012 IBM Corporation10
Jean-Francois Hamelin, SciDAC Conference 2008
https://hpcrd.lbl.gov/SciDAC08/files/presentations/JFHamelin-EDFpresentation-Scidac2008_Publication.pdf
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IBM and EDF Collaboration on Code Saturne

� Scaling to problems with >1 billion cells
� Hybrid MPI and OpenMP parallelism
� Code optimization

Code Saturne: IBM simulation of fluid temperature for highly turbulent flow

1 MPI task per node
N threads per task

N MPI tasks per node
1 thread per task

P
er

fo
rm

an
ce

Max tasks 
limited by 

node memory

© 2012 IBM Corporation12

Code Saturne Results for a 1 Billion Cell Problem
# of 
BG/P
cores

w/Multigrid w/o Multigrid
1 MPI tasks/core 1 thread/core (SMP)

EDF
Baseline

IBM Enhanced Code

4096 11070.55 5947.32 7408.58 7988.78

8192 N/A 4083.57 4564.89 5270.02

� Parallel pipes with 1.159 billion hexahedral cells and 3.42 billion faces
� ~2X performance gain on Blue Gene/P
� Better scaling for new systems with more cores (Blue Gene/Q)

Execution time in 
seconds on Blue 

Gene/P for 50 
time steps

���

���

16464 parallel pipes, each with 70400 hexahedral cells
Pascal Vezolle, Jerry Heyman, Bruce D’Amora, Gordon Braudaway, Karen Magerlein, John Magerlein, and Yvan Fournier, Accelerating 
Computational Fluid Dynamics Applications on the IBM Blue Gene/P Supercomputer, 22nd International Symposium on Computer Architecture and 
High Performance Computing, Rio de Janeiro, Brazil, October 27-30, 2010.
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Impediments to Broader Use of HPC Simulation

� Difficult to create and manage meshes
� Difficult or impossible to couple multiple analysis codes
� No “plug-and-play” software capability
� Manual, multi-step modeling process
� Requires intimate familiarity with many pieces of software
� Difficult to store or query inputs or results, to do VV&UQ, or to 

perform analytics
� No easy user interfaces
� Requires HPC specialists, not just domain experts

Need a comprehensive HPC simulation framework

© 2012 IBM Corporation14

Simulation database

Execution management

Material properties, boundary 
and initial conditions, 

simulation parameters, ...
Mesh

generation

Geometry
editor

Geometry

Mesh ���Physics 1 Physics 2 Physics 3
Analytics
& VV/UQ 

tools
Visualization & analysisSimulation outputs

Software backplane

Simulation
input editor

Material
libraries

Data management, 
workflow, analytics, 
and user interface

ServicesSoftware
backplane

Framework
categories:

Development framework
(not shown) used to develop 
analysis and framework codes

Example Simulation Framework
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Example Simulation Framework

Simulation database

Execution management

Material properties, boundary 
and initial conditions, 

simulation parameters, ...
Mesh

generation

Geometry
editor

Geometry

Mesh ���Physics 1 Physics 2 Physics 3
Analytics
& VV/UQ 

tools
Visualization & analysisSimulation outputs

Software backplane

Simulation
input editor

Material
libraries

Data management, 
workflow, analytics, 
and user interface

ServicesSoftware
backplane

Framework
categories:

Development framework
(not shown) used to develop 
analysis and framework codes

Multiphysics
coupling

© 2012 IBM Corporation16

Practical Multiphysics Coupling using MOAB

� Use MOAB mesh and field database to implement loose coupling
– MOAB imports and manages meshes and stores associated field data in 

memory across the nodes on a parallel machine.
– Interpolates field between different meshes used by the coupled codes
– Optimized for performance and low memory use on large parallel machines

� PBSM experimental basin modeling code (C++)
– Models geological basin evolution and calculates acoustic velocity
– Mesh is input in parallel from a file and computed acoustic velocity is stored in 

memory to be passed to FWI3D
– To adapt to MOAB, modified 1400 of 158,000 lines of code

� FWI3D seismic code (Fortran)
– MOAB interpolates acoustic velocity in parallel onto the FWI3D mesh
– FWI3D uses acoustic velocity to refine a seismic model
– To adapt to MOAB, modified 250 of 7000 lines of code
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MOAB Coupling of Basin and Seismic Codes
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128 256 512 1024 2048 4096 8192

Number of MPI processes
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m
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ds
)

PBSM
Coupler
FWI3D
Total

IBM Blue Gene/P

Mi Yan, Kirk Jordan, Dinesh Kaushik, Michael Perrone, Vipin Sachdeva, Timothy J. Tautges, and John Magerlein, Coupling a Basin Modeling and a 
Seismic Code using MOAB, Second International Workshop on Advances in High-Performance Computational Earth Sciences: Applications and 
Frameworks (IHPCES) at the International Conference on Computational Science (ICCS), Omaha, NE, June 4-6, 2012.

� PBSM basin modeling mesh: 8M grid points, 48M tetrahedra
� FWI3D seismic mesh: 23M grid points

© 2012 IBM Corporation18

A Possible HPC Cloud

Deep Cloud management layer
HPC resources as a 
service—charge for time 
used

App
1

Data
1

App
N

Data
N……

Applications, algorithms, 
data, and consulting 
services by IBM or partners

Managed application 
workflow, data access, 
and programmable API

Application support layer

IBM-supported
Blue Gene and 
storage systems

Fully integrated HPC application, 
compute, and data services

iPad interface
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Materials ScienceFluid Dynamics

Geophysical Data Processing

Financial Modeling

Climate Modeling

Summary
� Game-changing HPC simulation capability is now available for nearly 

every field of science and technology
� Need continued focus on scalability for future HPC systems as well as on 

frameworks and useability
Biological Modeling

Nuclear Energy

Alternative Energy



Technology Transfer
From CASL to Industry Council

John Gaertner (EPRI)
Industry Council Chair

CASL Industry Council
North Carolina State University

March 7 -8, 2012

Technology Transfer Process
• Provide list of CASL deliverables
• Provide list of “Non-record” CASL publications and presentations
• Provide specific products already requested

– provide more information on the LIME integration environment 
– send the report on CASL validation data requirement
– arrange access to technical specs for Challenge Problems

• Define process for IC to acquire information from CASL



CASL Records Management System

• CASL Records Management System now live 
CASL SharePoint effective March 6, 2012.  Tabs 
include:
– CASL Non-Records. These are publications and presentations 

presented by CASL partners.
– Internal Records. These are CASL-generated records that have 

been classified as Internal.
– Unlimited Access Records. These are CASL-generated records that 

have been classified as Unlimited Access.
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