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ABSTRACT

Advanced modeling capabilities were developed for application to subcooled flow boiling through this
work. The target was to introduce, and demonstrate, all necessary mechanisms required to accurately
predict the temperature and heat flux for subcooled flow boiling in CFD simulations. The model was
developed using an experiemntally based mechanistic approach, where the goal was to accurately capture
all physical phenomena that affect heat transfer and occur at the heated surface to correctly predict surface
temperatures.

The proposed model adopts a similar approach to the classical heat partitioning method, but captures addi-
tional boiling physical phenomena. It introduces a new evaporation term, to truly capture the evaporation
occurring on the surface while also tracking the bubble crowding effect on the boiling surface. This in-
cludes evaporation from the initial bubble inception and evaporation through the bubble microlayer. The
convection term is modified to account for increased surface roughness caused by the presence of the bub-
bles on the heated surface. The quenching term accounts for bringing the bubble dry spot back to the wall
superheat prior to bubble inception. In addition to the changes to these three classic components, a sliding
conduction term is added to capture the increased heat transfer due to bubble sliding on the heated surface
prior to lift-off. The sliding conduction component includes all heat removal associated with transient con-
duction caused by disruption of the thermal boundary layer. The new method extends the generality and
applicability of boiling models in CFD through a fully mechanistic representation.

The new model also tracks the dry surface area during boiling for possible application in DNB predictions.
A statistical tracking method for bubble location on the heated surface provides information on the bub-
ble merging probability and prevents the active nucleation site density from reaching un-physical values.
The model was implemented in the CFD software STAR-CCM+, and the wall temperature predictions were
recorded and compared against the standard model’s predictions and experimental data for a range of mass
fluxes, heat fluxes, inlet subcoolings, and pressures. In general, the new model predicts wall temperatures
closer to experimental data for both low and high pressures when compared against the standard model.
The new model also converges at higher heat fluxes and greater subcoolings than the standard model.
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1 Introduction

1.1 Motivation

The need to optimize flow conditions for new and improved heat transfer designs has driven studies in
numerical analyses, such as Computational Fluid Dynamics (CFD), to supplement the use of experiments.
In many industrial applications, subcooled flow boiling is used when a high heat transfer coefficient is
desired. Often in these applications, it is important to know the wall temperature of the heated material
because the temperature affects not only the structural integrity of the material, but also the corrosion and
corrosion product deposition rates on the surface.

The existing CFD flow boiling models do not incorporate all the physical phenomena that occur on a heated
surface, but those details are necessary to accurately predict the wall temperature. Also, existing models
have been validated and tweaked to correctly predict the void fraction distribution in channels, rather
than capture the correct heat flux partitioning from the heated wall to the fluid that is necessary for the
calculation of the wall temperature.

In addition, the Consortium for Advanced Simulation of Light Water Reactors (CASL) advances simulation
technology by connecting government, academia, and industry for technology development and funda-
mental research. The aim is to have a Virtual Environment for Reactor Analysis (VERA) to be able to assess
key nuclear energy industry challenges. VERA will predict reactor performance through simulation in or-
der to enhance safety, economics, and reliability [1]. An important contribution of this work is to develop a
wall boiling model that can also provide insight to the critical heat flux (CHF) for a given system. CHF oc-
curs when the thermal limit of a a system is reached such that the heat transfer coefficient from the surface
to the fluid suddenly decreases, which can cause overheating of the surface. To correctly predict the wall
temperatures and describe CHF using CFD in VERA, a complete understanding of the complex boiling
phenomena and boiling mechanisms must be assembled.

1.2 Objective

Subcooled flow boiling is used as the method of heat removal from the fuel assemblies in Light Water
Reactors (LWRs), depicted in Figure 1.1, and it is a popular method to use because it has a high heat transfer
coefficient. Subcooled flow boiling occurs when the inlet temperature of a heated channel is below the
saturation temperature. As heat is added to the liquid through contact with the heated walls of the channel,
boiling can occur where the liquid is at a temperature greater than the saturation temperature even though
the bulk temperature may remain subcooled. In order to maintain this efficient heat transfer regime, CHF,
which is dependent on the geometry and flow conditions [2], must be avoided.

Here, the objective is to develop a more general, and local, boiling closure model for subcooled flow boiling
conditions. The model includes all physical boiling phenomena and necessary mechanisms to accurately
predict the temperature and heat flux at the wall in CFD simulations for subcooled flow boiling. The model
explicitly tracks the dry surface area during boiling so that the model can be further extended to predict
departure from nucleate boiling (DNB) by studying the fraction of dry surface area as the heat flux increases
for a system. DNB describes the phenomenon when the heat transfer dramatically decreases because a
partial vapor film forms at the wall and nucleate boiling no longer occurs [2].
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Figure 1.1. Illustration of a subcooled flow boiling channel indicating where the onset of nucleate boiling
(ONB) and the onset of significant voids (OSV) occurs.
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CHAPTER ONE: BACKGROUND AND CFD IMPLEMENTATION

2 Physical Insight on Boiling

2.1 General Boiling Description

Saturation conditions, at a given pressure, refer to the properties of a fluid at a temperature where both
vapor and liquid can coexist. The temperature at which this occurs is called the saturation temperature
and is denoted as T,;. Vaporization of a liquid can occur when heat is transferred through a solid wall of
a structure containing the liquid. When liquid is heated in this way, the liquid in the region closest to the
wall has the highest temperature and a thermal boundary layer is formed. The thermal layer develops from
both convection and transient conduction caused by bubble movement on the wall [3].

When enough heat is added to the system, the liquid in contact with the wall may reach and/or exceed the
equilibrium saturation temperature. If the nucleation temperature required for the conditions of the system
is reached, evaporation takes place at the solid-liquid interface by the formation of a vapor bubble. This
type of boiling is often referred to as heterogeneous nucleation because the vapor nucleates from specific
points on the heated surface known as nucleation sites [3, 4].

The initial nucleation of vapor typically occurs at a cavity or crevice on the heated surface that traps gas
in the solid. Real surfaces have irregularities such as pits, scratches, or other imperfections that can vary
greatly in size. Many of these cavities contain entrapped gas and vaporization of the liquid occurs at the
liquid-gas interface in the cavity. For the vapor embryo to grow past the mouth of a cavity for a given
contact angle and radius of the cavity, the wall superheat (ATj,;) must exceed the equilibrium value for the
minimum interface radius. The wall superheat is defined as the difference between the wall temperature
(Ty) and the saturation temperature [3, 5].

The contact angle of the interface of the vapor embryo on a surface affects the shape and formation of the
vapor. The contact angle is illustrated in Figure 2.1 and is denoted as ¢. The contact angle is dependent on
the surface chemistry between a given surface and liquid [3]. Highly wetting fluids have a small contact
angle, while non-wetting fluids have a larger (>90°) contact angle.

Heated Wall

Figure 2.1. Illustration of the static contact angle of a bubble.

The interfacial tension, also referred to as surface tension (¢), between the liquid and vapor phases also
greatly affects the shape and size of the vapor. The pressure difference across the vapor-liquid interface
is related to the surface tension and the interface geometry. The mechanical equilibrium that is required
for bubble formation is shown in (2.1), where P, and P, are the vapor and liquid pressures respectively.
Assuming a spherical bubble shape, the bubble equilibrium radius is r* [6]. A more general equation is
shown in (2.2), where R; and R are the radii of curvature of the interface for the two directions parallel to
the surface. During the process of bubble growth, the interfacial tension along the triple contact line (the
location where the vapor, liquid, and solid meet) tends to hold the bubble to the solid surface. The forces
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from the fluid surrounding the vapor, such as buoyancy, drag, and lift, tend to force the bubble to depart
from the surface, except when the bubble grows on a downward facing surface. In this case, the buoyancy
force will tend to keep the bubble attached to the wall. The forces responsible for bubble detachment
increase as the bubble grows larger. The surface characteristics, such as roughness, also affects the shape of
the vapor forming on the surface [2, 3].

2
P,—P =" (21)
T
1 1
P,— P = —+ — 2.2
) U(R1+R2> (2.2)

The ebullition cycle describes the growth and release of vapor bubbles from an active nucleation site. After
the initial bubble forms and releases off the surface, cooler bulk liquid comes in contact with the surface
where the bubble was previously attached. This new liquid adjacent to the wall is heated to reform the
thermal boundary layer near the wall. The waiting time (¢,,) describes the time after the bubble departs
from its site and until the next bubble forms at the same nucleation site. The time during which a bubble
is growing and attached to its nucleation site is denoted as ¢,. The bubble period (7) is then calculated as
shown in (2.3), and the bubble departure frequency (f) is the inverse of the bubble period [3].

T=1tg+ty (2.3)

The phase change of the liquid coolant to a vapor from the transfer of heat from the heated surface is a
highly efficient mode of heat transfer. The limiting condition to this heat transfer method is referred to
as CHF, the boiling crisis, or DNB. The change from the efficient heat transfer regime to the boiling crisis
may occur on a short timescale (less than a second), and it occurs when the liquid no longer comes into
direct contact with the heated surface. This occurs because a vapor film forms on the surface, separating
the heated wall from the liquid. Without the direct contact of liquid with the surface, the heat transfer
rate drops significantly because the vapor blanket acts as a barrier to heat flow and the temperature of the
surface suddenly increases. This can cause serious problems with the integrity of the heated material, such
as a physical burnout of the material that can lead to a catastrophic failure of the device [7].

There boiling system types- pool boiling and flow boiling. Pool boiling refers to boiling on a heated surface
that is immersed in a pool of initially stagnant liquid. Flow boiling is when boiling occurs on a heated
surface that has a liquid flowing over it at some mass flow rate [2]. The focus of this work is on the phe-
nomena that occur during flow boiling, but the model is built such that it could also be used in pool boiling
cases.

2.2 Bubble Growth

In the initial stage of bubble growth, the liquid in contact with the interface is highly superheated. When
the bubble emerges from the nucleation site cavity, the sudden increase in the radius of curvature of the
bubble causes a rapid expansion of the bubble. The inertia of the liquid resists the rapid growth and the
bubble grows in an approximately hemispherical shape. This initial, high evaporation rate bubble growth
is referred to as inertia-controlled growth.

As the bubble quickly grows in the radial direction, a thin layer of liquid is trapped beneath the lower
portion of the bubble interface against the heated wall. This layer is called the microlayer and is depicted
in Figure 2.2 [3]. The first experimental confirmation of the microlayer was done by Cooper and Lloyd

[8].

After the initial formation of the bubble and microlayer, the bubble may continue to grow as heat is trans-
ferred by evaporation of the microlayer, and the bubble tends to become more spherical in shape. This
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Figure 2.2. [llustration of the microlayer of a bubble formed at a nucleation site of a heated surface.

slower bubble growth state is referred to as thermally-controlled growth. Evaporation can also occur from
the adjacent superheated liquid in contact with the bubble. The microlayer can completely evaporate near
the nucleation site. This causes a small dry spot on the heated surface that has an elevated temperature
due to a less efficient heat transfer where vapor is in contact with the wall. During boiling, this small area
around the nucleation site will have strong surface temperature fluctuations as the bubble growth initi-
ates, the microlayer evaporates, and the bubble departs from the surface allowing cooler liquid to come in
contact with the surface [3, 9].

The characteristics of a system indicate whether the bubble growth is typically inertia-controlled or thermally-
controlled. The inertia-controlled growth can govern the departure size for very small bubbles and this
causes the bubbles to depart immediately from the surface after the rapid expansion from the nucleation
site. This occurs in systems that have high wall superheat, high heat flux, very smooth and polished sur-
faces, highly wetting liquids (low contact angle), low latent heat of vaporization, or low system pressures
because this typically has low vapor density. Also, if the system has a high mass flux, the bubble tends to
depart early in the cycle. Systems that have the bubble departure size governed by the thermally-controlled
growth stage are characterized by low wall superheat, low heat flux, rough surfaces, high latent heat of va-
porization, or relatively high system pressure [10].

The new boiling model is built to be applicable for systems of a variety of conditions, and it must therefore
include the phenomena that occur during both the intertia-controlled and thermally-controlled growth
stages. As a result, the microlayer evaporation is included in the model.

Infrared (IR) thermography has been used with IR transparent heaters, typically made of an optical grade
silicon wafer [11, 12], to provide information on the phenomena that occurs while a bubble is attached to
a heated wall. Since vapor has a very low IR absorptivity, where vapor is in contact with the heated wall
the IR camera reads the temperature of the cooler water beyond the vapor. Where the wall is wet, the
temperature of the hot water in contact with the wall is measured. This results in IR images that appear
dark in dry spots and lighter in wetted areas.

The IR images provide detailed data on the features of a growing bubble. The difficult challenge is to distin-
guish the dry surface from the thin liquid microlayer that is only a few microns thick while the microlayer
may be rapidly evaporating [9]. For IR transparent heaters, the detection and measurement of the thickness
of the microlayer can be completed through the analysis of the interference fringe patterns that occur from
the IR light passing through the thin liquid films. This method also detects the dark dry spot that is in the
center of the bubble and is shown in Figure 2.3. The spacing of the rings in Figure 2.3 are used to reconstruct
the shape of the microlayer over time.

IR opaque substrates have also been used on the heater to capture information about the microlayer by
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Figure 2.3. Example of the interference rings caused by the presence of the liquid microlayer and the dry
center of the bubble base. Picture provided by Bren Phillips.

measuring the temperature profile of the surface with very high spatial resolution [13, 14]. When using
IR opaque heaters, the temperature of the heated surface is measured. Therefore, the lighter colored areas
represent the warmer area and the dark area is the cooler area. The measurement of the evaporated micro-
layer radius can thus be calculated through the measurement of the expanding hotter (dry) area under a
bubble during thermally-controlled bubble growth. A single bubble cycle in pool boiling was investigated
by Gerardi [14] using both high-speed video (HSV) and IR thermography on an IR opaque heater. The HSV
images are shown in Figure 2.4 and the IR images used to measure the radius of the dryout area radius are
shown in Figure 2.5.

olo] 115

Figure 2.4. HSV for a single bubble life-cycle for frames 46-55 in water at q” = 60 kW/m? with a time
interval between images of 2.08 ms. Adapted from [14].

The expansion of the bubble, dry area, and influence area (cold area) of the bubble were measured and
are shown in Figure 2.6. The dry area is used to calculate the inner hot spot radius of the bubble, which
corresponds to the radius of evaporated microlayer.

Additional studies have also noted the importance of microlayer evaporation in predicting heat fluxes from
nucleate boiling [8, 15-17] with Zhao et al. [18] developing a dynamic microlayer model to predict heat
fluxes in fully developed nucleate boiling regions (including CHF). At high heat fluxes, the IR fringe pattern
method has shown that even near the critical heat flux, no single point on the surface remains dry due to
liquid sloshing on the surface [11].

When bubble growth is thermally-controlled, the top of the bubble may protrude into the subcooled region
of the thermal layer near the wall. When this occurs, condensation at the top of the bubble competes with
the evaporation from the microlayer and superheated region for the bubble growth and this is depicted in
Figure 2.7.
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Figure 2.5. IR data of the heater surface temperature for a single bubble life-cycle for frames 46-55 in water
at q” = 60 kW/m? with a time interval between images of 2.08 ms. Adapted from [14].

O Bubble radius, IRt, (from HSV systerln)
¢ Cold spot radius, T (from IR camera)

=== Hemispherical bubble radius, M (Cooper & Lloyd, 1969)
A Inner hot spot radius, Iy (from IR camera)

3. Dryspot radius, Ty (Zhao et al., 2002) 4

~themi
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Figure 2.6. Comparison of bubble, cold spot, and dry spot radii with corresponding predictions for water
at q” = 60 kW/m? with an error for measurments of +10%. Adapted from [14].
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Figure 2.7. Depiction of a bubble during the thermally-controlled growth period.

2.3 Subcooled Flow Boiling

Turbulent flow in a vertical upflow channel with an axially uniform heat addition has multiple heat transfer
regimes. First, the fluid enters the channel with a temperature (T},,) below Ts,:. The liquid is initially heated
by forced convection until the liquid near the wall has a great enough wall superheat that nucleate boiling
occurs. The boiling process and additional turbulence caused by the bubble movement enhances the heat
transfer. The bulk liquid temperature (73,;;) will continue to rise and if it reaches T, it is called saturated
nucleate boiling. In this regime, bubbles can flow and merge in the bulk flow which can change the flow
patterns. As boiling continues, the vapor can form as a core in the channel center with a thin film of liquid
on the walls and small droplets in the vapor core. If the liquid film is depleted due to evaporation or
liquid entrainment, the condition is known as dryout. In this regime, the vapor heat transfer is less efficient
than the liquid heat transfer and the wall temperature can rise quickly. A high vapor generation rate can
cause DNB to occur before dryout by establishing a vapor film that separates the liquid from the wall
[2,19].

In subcooled flow boiling, bubbles exhibit different behavior depending on the flow regime. In particular,
the bubble lift-off diameter (D;) from the heater surface is strongly dependent on wall superheat with a
slight dependency on flow velocity. This observation is different from the bubble departure diameter (bub-
ble departure from the active nucleation site, not necessarily lifting-off the heated surface), which is strongly
dependent on both the wall superheat and liquid velocity. Typically the lift-off diameter increases with in-
creasing wall superheat and decreases with increasing velocity. The bubbles also slide at approximately the
same velocity as the surrounding liquid near the wall [20]. The bubbles can form and also remain attached
to the heated surface due to the flow conditions that form the thermal boundary. Experiments have shown
that the initial bubble growth is rapid and condensation occurs at the top of the bubble when the liquid is
highly subcooled [15, 21].

A recent study by Sugrue et al. [22, 23] was conducted to study the bubble departure diameters over a
range of pressures, mass fluxes, heat fluxes, subcoolings, and inclination angle (/) of the test section. The
investigation indicated that as the inclination angle moves from vertical upflow to a horizontal downward-
facing orientation, the bubble departure diameter increases.

The importance of upward versus downward flow boiling was highlighted through the high speed cam-
era experimental work conducted by Thorncroft et al. [24]. This study used the fluid FC-87 and slightly
subcooled conditions. It showed that in upflow conditions, almost all bubbles slid along the heater wall
and did not lift-off immediately. However, in the downflow case, many bubbles lifted-off the heater surface
immediately, or slid only a small amount on the heater wall prior to lift-off. The upflow experiments had
larger heat transfer coefficients than downflow cases with identical operating conditions. This suggests that
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sliding bubbles have a significant contribution to the overall heat transfer. This study also evaluated the
bubble shape while sliding. Bubbles tended to start off spherical and as they grew, became distorted to a
cap-like shape. Another study by Lin et al. [25] illustrated that the sliding bubble velocities and diameters
can vary significantly for a given set of operating conditions. In pool boiling experiments, the influence of
active nucleation sites has been shown to lower the bubble departure diameter as sites become closer in
proximity [26].

When operating under low heat fluxes, the bubble population is small and the shape of the bubbles is
typically spherical. As a bubble grows at a given nucleation site, it also has a slight angle of inclination
(¢) caused by the asymmetrical bubble growth that occurs in flow boiling [15, 27]. Nearly all the bubbles
slide along the heater wall prior to lift-off and change only slightly in size and shape during sliding. The
bubbles also typically remain near the wall and, since they remain spherical in shape, and do not travel
into the bulk liquid flow. The inclination angle also becomes zero while the bubbles slide on the heater
[20, 27]. In this type of flow regime, bubble sliding can be considered the main mode of heat transfer
[28, 29]. Both microlayer evaporation and transient conduction take place during bubble sliding. The
transient conduction is caused by the disruption and reformation of the boundary layer as the bubbles
slide [29].

The region of moderate heat fluxes where bubbles grow, detach, and collapse without significantly influ-
encing each other, is referred to as the isolated bubble region. This encompasses most of the region between
what is commonly referred to as the onset of nucleate boiling (ONB) and onset of significant voids (OSV).
Here, bubbles also slide before lift-off from the heater, but typically only a few diameters or less. In vertical
upflow subcooled boiling, larger sized bubbles tend to travel at higher speeds than the surrounding liquid
while smaller bubbles travel slightly below the liquid velocity. The bubbles also tend to not be spherical in
this region and eject normal from the heated surface into the flow at increased speeds with increasing heat
flux and higher subcooling [28].

In this region, the bubbles also tend to change in shape as they slide along the heater wall prior to lift-off.
Typically, they start more flat with the longest dimension parallel to the heater surface. Then, just prior
to lift-off, the bubbles are elongated in the direction perpendicular to the heater [28]. Other photographic
studies of subcooled flow boiling have shown that bubbles can grow significantly while sliding before lift-
off [30, 31]. Time snapshots of a growing and sliding bubble are shown in Figure 2.8.

Figure 2.8. Pictures of a bubble sliding captured at the MIT Flow Boiling Facility by Bren Phillips. Test was
completed using water at atmospheric pressure, heat flux of 130 kW/m?, and 10°C subcooling.

As the heat flux is increased, approaching OSV, the large increase in bubble population allows for interac-
tions between bubbles to occur while on the heater surface. In many cases, bubbles merge prior to detaching
from the heater while other bubbles continue to slide and lift-off from the heater unaffected by other bub-
bles. The interactions between the bubbles can also cause detachment [28]. The heat transfer contribution of
sliding bubbles decreases as the heat flux increases because of bubble interaction on the heater [29].
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It is known that the nucleation site density increases with wall superheat, but it has also been shown that
the activation of new sites at higher temperatures deactivates sites that were active at lower wall superheat
[32]. This was noted by Del Valle and Kenning when they studied subcooled flow boiling with water using
high speed photography. They also noted the contribution of heat transfer through microlayer evapora-
tion and at high subcoolings, the importance of quenching. Quenching refers to the process of transient
conduction when cooler liquid comes into contact with the heated surface after a bubble departs from the
surface.

Additionally at high heat fluxes, the dependence on the surface quantities, such as the nucleation site den-
sity, may no longer valid [33]. In the region of OSV, the bubbles have such a high degree of interaction that
single bubbles can no longer be tracked by experimental techniques [28].

Comparisons between CFD predictions and experimental data [33-35] have illustrated the high sensitiv-
ity of current boiling closure parameters such as bubble departure diameter (D), bubble departure fre-
quency (f), and active nucleation site density (N”) on factors such as the wall superheat. In particular,
an in-depth study on numerous parameters used in multiphase CFD modeling was completed to deter-
mine what the results are most sensitive to [36] and is described in more detail in Section 11. Tolubinsky
and Kostanchuk [37] predicted the bubble departure diameter by relating it to the degree of local liquid
subcooling (AT%,), which has been used with some success for a limited set of flow parameters. Another
model by Kocamustafaogullari [38] suggests that a force balance between gravity (g) and surface tension
can be used to predict the departure diameter, but this model has been used with limited success in CFD
simulations.

The bubble departure frequency model by Cole [39] predicts the frequency by relating it to the typical bub-
ble rise velocity and the bubble departure diameter. More recently proposed bubble departure frequency
calculations use the ebullition cycle and account for both the waiting time prior to bubble inception and the
time period of bubble growth [40].

The simulation of vapor generation for wall boiling using CFD is extremely sensitive to the active nucleation
site density closure parameter. To predict the wide ranges in experimental data for active nucleation site
density for a given wall superheat, a dependence on the static contact angle was added [41] to the model
and has been incorporated into the Hibiki and Ishii model [42]. Even with the contact angle dependency,
the active nucleation site density models have difficulty capturing the number of active nucleation sites
seen experimentally. To remove this dependency on active nucleation site density correlations, a fractal
method was developed that treats the active cavity sites analogous to pores in a porous media [43].

2.4 MIT Flow Boiling Facility

A flow boiling facility is available at MIT, where non-intrusive techniques (high-speed video and infrared
thermography) are used to capture new and unique subcooled flow boiling data on multiple parameters
simultaneously [44, 45]. The quantities measured at this facility include bubble departure diameter, wall
superheat (local and surface-averaged), heat transfer coefficients, active nucleation site density, and bubble
growth and wait time. This facility was specifically constructed to support advanced CFD model devel-
opment and it provides a complete new look at the boiling phenomena. The schematic of the flow loop is
illustrated in Figure 2.9. The range of potential experimental conditions is shown in Table 2.1. The exper-
imental measurements have provided evidence of subcooled flow boiling physical phenomena to suggest
new thinking that will provide a more general and robust representation.

The entrance region consists of two channel sections; each with an internal rectangular flow area of 30 mm
x 10 mm (300 mm?) and 482.6 mm in length. This results in a total entrance region length prior to the
quartz cell region of 965.2 mm. The quartz cell region has a total length of 220 mm and maintains the same
rectangular geometry and flow area as the entrance region and is shown in Figure 2.10. The heated area is
centered in the quartz cell region and has dimensions of 10 mm x 20 mm. The heater has a thickness of 0.7
pm and is a resistively heated layer of Indium-Tin-Oxide (ITO) using graphite electrodes deposited over
a sapphire substrate (1 mm thick). The ITO layer is opaque to IR in the 3-5 nm range, while the sapphire
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Figure 2.9. Diagram of the flow boiling loop. Courtesy of Dr. Greg DeWitt.

Table 2.1. Potential experimental conditions for the MIT Flow Boiling Facility.

Parameter Experiment Range
Inlet water velocity 0-2m/s

Mass flux 0-1800 kg/m?-s
Temperature 25-250°C

Pressure 0.1-0.4 MPa
Subcooling 0-75°C

Heat flux 0-2 MW /m?

CASL-U-2014-0205-000
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substrate is IR transparent in this same range. Therefore, a temperature profile can be obtained normal to
the heater since the ITO is the boiling surface. The static contact angle at room temperature for ITO with
water is 100°. The heater is flush with the wall of the quartz cell so there is no disturbance of the flow over
the heated region [45].

Quartz Cell
Region 220mm
482.6mm
Entrance
Region
482.6mm

Figure 2.10. Drawing of the entrance and quartz regions provided by Bren Phillips.

Data collected at pressures of 1.05, 1.5, and 2.0 bar was completed over a range of mass fluxes, heat fluxes,
and subcoolings. It showed that the bubble departure diameter decreased with increasing mass flux and
decreasing heat flux, and an example is shown in Figure 2.11. The nucleation site density increased with
increasing wall superheat and decreasing mass flux and an example is shown in Figure 2.12. Additionally,
localized cooling underneath sliding bubbles was observed. This is shown in Figure 2.13 for a low heat flux
(130 kW /m?) and mass flux (200 kg/m?-s) and 10°C subcooling [30, 44].

0.6

'g 0.5

£

E 04 Sugrue
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0.0
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Figure 2.11. Bubble departure diameters versus mass flux for 1.05 bar and 10°C subcooling. Adapted from
[44].

The velocity of a sliding bubble was approximately the same speed as the bulk flow at low mass flux and
around 50-70% of the speed of the bulk flow at high mass flux. This is likely caused by the sharp velocity
profile near the wall at higher mass fluxes, where the velocity is about half that of the bulk fluid flow near
the wall. The averaged bubble sliding velocities (for approximately 20 bubbles per point) are plotted in
Figure 2.14 as a function of the mass flux. The cooling under the sliding bubbles also tends to be roughly
constant from 2-4°C [44].

The bubble frequency was also investigated by calculating the bubble period (7) using the IR thermography
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Figure 2.13. HSV (top) and IR (bottom) of a bubble from the onset of sliding (at t=0 ms) to the edge of the
frame (at t=166 ms). Adapted from [44].
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Figure 2.14. The bubble sliding velocities versus the bulk fluid velocity at 1.05 bar. Adapted from [44].

images. This is possible because the nucleation of a bubble is evident by a sharp drop in the wall tempera-
ture. Then the wall temperature rises again at the moment of bubble detachment. Figure 2.15 shows that the
bubble period decreases as the wall superheat decreases. The values are compared to the bubble frequency
model by Basu [40] and the experimental values consistently have a larger bubble period.
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Figure 2.15. The bubble period versus wall superheat at 1.05 bar and 10°C subcooling. Adapted from [44].

2.5 MIT Flow Boiling Facility CFD Study

CFD simulations were performed in order to assess the flow conditions in the MIT Flow Boiling Facility
and identify any potential anomaly which should be understood before starting the test data collection. In
particular, attention is focused on the influence of both the inlet and outlet sections on the heated region
flow conditions. These simulations have been performed as single-phase.
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2,51 Geometry

The channel geometry was built inside the 3D-CAD (Computer Aided Design) parametric solid modeler of
STAR-CCM+. The quartz cell region dimensions were used for the CAD with an imprinted region in the
center to represent the heater. A portion of the circular outlet was included to also investigate the effect
of the change from the rectangular channel geometry to the outlet circular flow area. While only a short
domain is modeled in the CAD, as shown in Figure 2.16, the inlet and outlet sections are extruded during
the meshing process for an optimal mesh distribution and the parameters are given in Table 2.2.

Outlet

220mm

Figure 2.16. Original CAD geometry of quartz cell region.

Table 2.2. Extrusion parameters from the original CAD geometry.

Quartz Inlet Tube Outlet
Extrusion type Hyperbolic tangent Hyperbolic tangent
Number of layers 200 50
Extrusion length 965.2 mm (-z) 60 mm (+z)

The trimmed cell mesher of STAR-CCM+ was used to produce a hexa-dominant mesh, in combination with
the boundary fitted prism layers in the near wall region. For mesh economy, an aspect ratio of two is used
in the heater region where the cells are elongated in the flow direction. The mesh extrusion capability of
STAR-CCM-+ is used to model the full geometry and is shown in Figure 2.17 with the final dimensions. The
parameters and values used in creating the meshed geometry are shown in Table 2.4. The mesh extrusion
is completed at the inlet and outlet. The number of prism layers, prism layer thickness, and thickness of
the near wall prism layer were determined by analyzing the wall y* values for the base case simulation.
The wall y* values is the non-dimensional distance from the wall, and is described and defined in Section
6.1. Figure 2.18 illustrates the surface mesh around the heater while Figure 2.19 shows a cross-section of the
volume mesh perpendicular to the flow at the center of the heater.

The multi-phase y* wall treatment is used in modeling this channel, as is characteristic of the Eulerian
Multi-Phase (EMP) method, and consistent with the macroscopic representation of the boiling phenomena
at the wall. The wall function approach further allows the reduction of the number of cells required to
explicitly solve for velocities of the phases near the wall, but requires exact control of the thickness of the
first layers. To provide for the correct cell size near the wall to utilize this model, the thickness of the near
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Table 2.3. Meshing values used for building the reference base case model.

Parameter Value

Base size 0.9 mm

Maximum cell size (relative to base) 100%

Number of prism layers 2

Prism layer thickness 0.52 mm
Thickness of near wall prism layer ~ 0.22 mm
Surface growth rate 1.3
Template growth rate Fast

\

Outlet

Figure 2.17. Extruded geometry to model the entire length of the channel.

Figure 2.18. Surface mesh at the location of the heater.
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__Outlet _

/ Heater

Figure 2.19. Cross-section of the volume mesh at the center of the heater perpendicular to the flow.

wall prism layer and prism layer thickness (using two prism layers) were investigated to confirm the wall
y " of water to be in the range of 30-40. Figure 2.20 illustrates the wall y* values to be ~35 in this region of

the channel.

Heater

o
>

Wal v of water
14.224 21.33% 28.447 35,559

Figure 2.20. Wall y* values in the heater region.

2.5.2 Flow Analysis

A reference base case was chosen to implement initial conditions and investigate characteristics of the flow
in single-phase flow simulations. The base case conditions are shown in Table 2.4 and were chosen based
off the thermal-hydraulic conditions of the MIT flow boiling facility [45].

Table 2.4. Physics continuum initial conditions for the reference base case.

Physics Parameter Value
Pressure 0.1 MPa
Inlet Velocity 2.0m/s
Inlet Temperature 90°C
Turbulent Velocity Scale 2m/s
Turbulent Length Scale 2.0 mm

Due to the rectangular configuration of the test section, anisotropy driven secondary flows are expected to
develop (secondary flows of Prandtl’s second kind) and must be accurately modeled in order to correctly
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predict flow and temperature distributions in the test section. In order to account for secondary flows in
the channel, the Improved Anisotropic Turbulence Model was adopted [46] as it has undergone extensive
validation for these types of flows. Instead of the customary eddy-viscosity assumption, a cubic stress-
strain relation is implemented using improved non-linear, quadratic, and cubic coefficients.

To demonstrate the importance of the anisotropic turbulence model to capture recirculation in the devel-
oped flow through the channel, the secondary flow was investigated at a location near the heater and is
shown in Figure 2.21. These secondary flows have an average recirculation velocity of ~0.02 m/s, encom-
pass ~1% of the inlet velocity flow of 2.0 m/s in the +z direction. It can be seen that the secondary flow
scale is very low, but while they do not play an immediate action, they do have a strong influence in the
overall distribution of velocity and turbulence (and consequently temperature). These results provide an
insight into the importance of secondary flows that need to be included in the boiling simulations.

/

Location of Secondary
Flow Plane Data

Lt

Tangential Velocity (m/s)
X 0.00037267 0.0069619 0.013551 0.020140 0.026730 0.033319

Figure 2.21. Secondary flow velocities with an initial inlet velocity of 2.0 m/s in the +z direction.

At the outlet of the channel, the 10 mm x 30 mm (300 mm? flow area) rectangular channel abruptly changes
to a circular geometry with a diameter of 24 mm (452.4 mm? flow area). This circular outlet geometry
was included in the CAD model to investigate the influence of this flow section and geometry change on
the flow direction and velocity near the heater. The results show that the area change is sufficiently far
from the heater and does not have any influence on the measurement region. As Figure 2.22 indicates,
the direction and velocity of the flow near the heater does not experience any backflow due to the outlet
geometry change.

A flexible tube is attached at the rectangular inlet of the entrance region that the water flows through to
enter the test section. As the water flows around the flow loop though this tube and into the entrance
region, it passes through a bend with an angle ranging from 0-90° depending on the orientation of the
channel. To study the effect that this bend prior to the entrance region may have on the velocity profile
at the heater location, an inlet velocity gradient was imposed in place of the constant 2.0 m/s (+z). The
velocity gradient imposed is a function of the x-position, and is shown in (2.4). The x- and y-direction inlet
velocities were maintained at 0.0 m/s as it was in the constant inlet velocity case. This gradient provides an
average inlet velocity of 2.0 m/s and the fully developed velocity profile at the heater is compared with the
fully-developed velocity profile for the constant inlet velocity in Figure 2.23. This figure shows that even
with an extreme velocity gradient as an inlet condition, the velocity profile at the heater location is similar
to the constant velocity inlet case.

v, = 133.3z (2.4)
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Figure 2.22. Flow direction analysis near the heater to determine the influence of the outlet geometry.
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Figure 2.23. Comparison of the velocity profile at the location at the center of the heater for a constant inlet
velocity and an inlet velocity that varies in the x-direction.
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3 Current Wall Boiling Partitioning Approach

3.1 Eulerian Multi-Phase Framework in CFD

The testing and implementation of the wall boiling models is completed using the commercial software
STAR-CCM-+. The Eulerian Multi-Phase (EMP) framework represents the most promising method to model
boiling in complex industrial applications and the framework uses the two-fluid, six-equation method to
model two-phase flow. Each fluid has three governing equations that must be conserved- mass, momen-
tum, and energy [47]. The EMP model defines the influence of the phases upon eachother through interfa-
cial terms.

In general, a multi-phase flow is any situation that involves two or more phases moving simultaneously
[48]. In wall boiling, the continuous phase is the liquid water and the dispersed phase is the water vapor.
The liquid and vapor phases exhibit motion among the phases in addition to heat transfer across a phase
boundary. Two-fluid modeling averages the local instantaneous conservation equations over each phase.
They can be averaged in time, with 1" as the averaging time scale, space, with V" as the volume based on an
averaging length scale, or some combination of these.

The use of averaging allows the solution to be tractable, but this requires that the information regarding
local gradients between phases be re-supplied in the form of semi-empirical closure relationships. These
closure relationships are vital for the success of the prediction of the multi-phase flow. The governing
equations of mass, momentum, and energy are often formulated using the averaging over a volume V. The
averaging must be done over a volume that contains a representative sample of each phase [47, 48].

Each equation of fluid motion is obtained from fundamental principles from conservation laws of physics-
conservation of mass, Newton’s second law for the conservation of momentum, and the first law of ther-
modynamics for the conservation of energy [48]. The fundamental principle that governs the conservation
of mass is that the rate of increase of mass in a fluid element is equal to the net rate that mass enters the
elemental volume. The local and instantaneous equation for the conservation of mass for the kth phase is
given in (3.1) where Uy, = (uy, v, wy) and uy, vg, and wy, are the velocities in the x-, y-, and z-directions
respectively.

Opi | O(pxUx) _ Opi _
e T o + V- (peUr) =0 (3.1)

In two-phase flow, the local volume fraction («y;) is used to solve each governing equation for each phase.
The addition of the local volume fractions for each phase must be equal to one. This allows the instanta-
neous equation for the Reynolds-averaged conservation of mass to be as shown in (3.2). The right-hand side
of the equation is known as the interfacial mass source (I';;), where 713, and 1y,; capture the mass transfer
from the /th phase to the kth phase and the kth phase to the /th phase respectively [48].

I agpr)
ot

2
+ V OtkpkUk Z Mg — mk] (32)
=1

Using the definition of Newton’s second law that the rate of increase of momentum of a fluid element
is equal to the sum of the forces acting on the fluid element, the conservation of momentum equation is
derived. The rate of increase of the momentum of the fluid element is given in (3.3) while the two forces
acting on the fluid element are called the surface and body forces. These two forces are implemented using
additional source terms to the momentum equation.

Duy,
Pk #dz dy dz (3.3)
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The local instantaneous equation for the conservation of momentum is given in (3 4), where py, is the kth
phase pressure. The stress tensor 7 is made up of the components (75,75, ..., 7¥., 7F.). The body forces
Fhkibodyforces yector is made of the body forces in the x-, y-, and z-directions [48]. An example of a common

body force included is the body force due to gravity.

Pk g; +pUp- VU, = -Vp, + V-7 + ZFk sbodyforces (34)
The equation for the Reynolds-averaged conservation of momentum for each phase is shown in (3.5). The
last four terms on the right-hand side of the equation are known as the interfacial momentum sources, €2y,
where the interfacial force density (FJ) is shown as two terms- the drag force (F%;*"*) and the non-drag
interfacial forces (F'%;"°"~%"*9). The dynamic viscosity of the kth phase is given as 11, and U is the velocity
vector for the [th phase. 7, relates the Reynolds stress for the different phases to the averaged velocity as
is shown in (3.6). Often, it is assumed that both phases have the same pressure so that p, = p [48].

O(akprUy 2
% + V- (apppUr @ Uy) = —ax Vg, + (V- ag[ur (VU + (VUR)T) — gﬂkv “Urd]) = V- (anTrr)
2
+agprg + (s — aUy) + (pf,, — p)Vag + Fp?9 4 Flpren—ares (3.5)
=1
o2 2
— T = pe,r (VU + (VUR)") — gﬂk,Tv Uk — gﬂkkiﬁ (3.6)

The turbulent viscosity for the kth phase is represented by p 1 and is shown in (3.7) for a characteristic
length scale of (ki )/2/ey. The turbulent kinetic energy for the kth phase is given as k; and the dissipation
of turbulent energy is represented as €. The constant C), is referred to as the turbulent viscosity scaling
and is set equal to 0.09 [49].

(kr)?
€k

b = Cupr (3.7

The conservation of momentum governing equation (3.5) captures the Navier-Stokes equations that govern
the motion of the phases [48]. The typical formulation of the Navier-Stokes equations for a single-phase in
conservation form are given in (3.8), (3.9), and (3.10) for the x-, y-, and z-directions respectively. The body
forces in the x-, y-, and z-direction are given by f,, f,, and f. respectively [47].

0 (pu) B @ OTpy  OTyy  OTug
5 + V- (pulU) = 9 + o + By + 5% +pfz (3.8
d (pv) 8p OTpy  OTyy = OTay
o +V.-(pU) = oy + o + By + Ee +pfy (3.9)
d (pw) Op  OTwy 0Ty, OTu
__op 1
5 + V- (pwl) P + o + By + 5% +pf. (3.10)

Employing the first law of thermodynamics, the equation for energy is first derived assuming that the rate
of increase of energy in a fluid element is equal to the net rate of heat added to the element and the net rate of
work done on the fluid element. The total enthalpy equation, which is the most convenient form and is often
applied for multi-phase flow studies, is shown in (3.11). Here, ®¥, describes the effects due to the viscous
extra stresses in the conservation equation and is defined as V- (Uj- 7). Hy, is the total enthalpy of the fluid,
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and it contains both the specific internal energy (e;) and the kinetic energy (% [ugur + vivE + Wi wk]) of the
fluid and is shown in (3.12). The heat addition in each direction is represented by the vector ¢ [48].

OH,, Opy, k,bod
Tk VHp = — 28 gy + 3 Fhbodvforees. ok 11
Py + ppUy- VH, 5t Vg + Ui+ oY (3.11)
pr 1
Hp =e, + ; + §(uku;€ + vpvk + wrwy) (3.12)
k

The final form of the Reynolds-averaged energy equation for the kth phase is shown in (3.13). The interfacial
heat source (Q%?) is shown in (3.14) where Cy, is the inter-phase heat-transfer term, 7; is the temperature
of the Ith phase, and T}, is the temperature of the kth phase. The thermal conductivity of the kth phase is
represented as A\ and Pry, 7 is the turbulent Prandtl number. The final two terms on the right-hand side of
the (3.13) represent the interfacial energy sources, I15;.

NawprHe) | G (e UnH) = V - (s M VTR) — ¥ - <ak’““TVHk>
ot PTk,T
2
+ Z(mlkHl — g Hy) + Q' (3.13)
=1
2
Q' = CulTi - Ti) (3.14)

=1

3.2 Modeling of Turbulent Flows

Typically the flows encountered in the practice of engineering are turbulent. Turbulent flows are charac-
terized by high vorticity and the vorticity increases the rate of mixing through turbulent diffusion. The
increased mixing is desirable for high heat transfer. Turbulence reduces the velocity gradients in the mean
bulk flow due to the action of viscosity, which reduces the kinetic energy of the flow. This lost energy is
converted to internal energy of the fluid [50].

There are multiple approaches for the prediction of turbulent flow and the most common approaches are
listed below [50].

* The use of correlations for prediction of the friction factor and heat transfer as a function of the
Reynolds and Prandtl numbers does not require a computer, but it is limited to simple types of flows.

¢ The Reynolds-averaged Navier Stokes (RANS) method averages the equations of motion. If the flow
is statistically steady, each variable is written as the sum of the time-averaged variable plus a fluctua-
tion about that value. The averaging time interval (I') must be large compared to the fluctuation time
scale. Therefore, when T is large enough, the averaged value is time-independent. These equations
were detailed in Section 3.1. For unsteady flow (URANS), ensemble averaging is used in place of
time averaging. Both RANS and URANS approaches require the use of turbulence models to close
the set of equations [50].

¢ The large eddy simulation (LES) approach resolves the largest scale motions, but models the small
scale motions of the flow.

¢ The direct numerical simulation (DNS) approach solves the Navier-Stokes equations for all scales
of motion. This is the most accurate approach for simulating turbulence because no averaging or
approximating is needed to solve the Navier-Stokes equations, but it is computationally expensive
because the size of the grid can be no larger than a viscously determined scale (Kolmogoroff scale).
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3.3 Current Partitioned Heat Flux Boiling Model

There are various approaches for modeling two-phase flow using CFD, and the baseline boiling method
uses the EMP framework using the RANS turbulence modeling approach [51]. The wall boiling represen-
tation in this framework is nevertheless still relying on the classic heat partitioning concept introduced by
Judd and Hwang (1976) [52] and adapted by Kurul and Podowski (1990) [53] and is shown in (3.15) and
illustrated in Figure 3.1. In the simulation, the total heat flux (¢;,,) is computed as the sum of the partitioned
components. The convection term (¢7,) describes the removal of heat by single-phase turbulent convection
and is shown in (3.16), where the heat transfer coefficient is represented by /.. The quenching term (g,
describes the enhancement of heat transfer due to the replacement of a departing bubble by an influx of
cooler liquid and is shown in (3.17).

Figure 3.1. Depiction of the original heat flux partitioning for subcooled flow boiling.

Got = fe +dq + 42 (3.15)

Q}{c = th(ATsup + ATsub) (316)

The Del Valle and Kenning model [32] is used to determine the quenching heat transfer coefficient and is
shown in (3.18). The wait time (¢,,) is determined using a wait coefficient that comes from the Kurul and
Podowski assumption that quenching occurs between the departure of one bubble and the nucleation of
the next. The influence wall area fraction (K gyencn) also follows the Kurul and Podowski standard model to
account for the scaling from the nucleation site density to the wall area fraction that the quenching compo-
nent influences. This is given in (3.19) where F'4 represents the additional area that is under the influence
of quenching and is set equal to 2.0. This is the common value used through implementation experience
and from the results of a study completed on the Bartolomei and Chanturiya test case [54, 55]. The liquid
density, liquid specific heat, and liquid thermal conductivity are given by p;, ¢,;, and k; respectively.

q;/ = hquench (ATsup + ATsub) (317)
/ kit
hquench == 2Kquenchf plc% (318)
ﬂ—Dg 1"
Kquench = FA TN (319)
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The evaporation heat flux (¢//) captures the heat required to form the vapor phase and is shown in (3.20),
where p, is the vapor density and hy, is the latent heat of evaporation. The bubble departure diameter,
active nucleation site density, and frequency for bubble departure are determined using correlations.

s
@/ = puhyo DIN"S (3:20)

The bulk boiling/condensation is driven by the heat transfer between phases. The heat transfer coefficient
for the gas side uses a constant value while the liquid side typically adopts the Ranz-Marshall correlation
[56]. This is shown in (3.21) for calculation of the Nusselt number (Nu) where Rey, (3.22) is the dispersed
phase (vapor) Reynolds number, often referred to as the bubble Reynolds number, and Pr; (3.24) is the
continuous phase (liquid) Prandtl number. The liquid dynamic viscosity is given by p;. The velocity at the
bubble center is given by Uy ,.; and is shown in (3.23) where U, . and Uy, are the instantaneous velocities
at the bubble center in the axial (z) and normal (y) directions respectively. U, is the bulk liquid velocity in
the axial direction. The velocity in the x-direction is assumed to be negligent.

Nu = 2 + 0.6Rep,*°Pr,*3 (3.21)
re D
Rep, = PUbretDa (3.22)
M
Ub,rel = \/(Ub,z - Ul)2 + (Ub,y)Q (323)
P = Al (3.24)
Ky

The Chen-Mayinger correlation [57] shown in (3.26) is often used in place of the Ranz-Marshall correlation
in the standard cases because it was developed using a larger range of Prandtl (2< Pr; <15) and Jakob
(1< Ja <120) numbers and is more applicable for higher pressure cases. Ja is the Jakob number and is
shown in (3.25). Chen and Mayinger studied the heat transfer at the vapor-liquid interface for both attached
and departing bubbles using ethanol, propanol, R113, and water as the working fluids. The Nusselt number
is used to calculate the heat transfer coefficient (h;) as is shown in (3.27) [58].

AT,

Ja = PLept2dsup (3.25)
pohigg

Nu = 0.185Re,” "Pr,*-® (3.26)
Nuk;

h; = 3.27

=5 (3.27)

Another condensation model, developed by Warrier et al. [58], was studied for low pressure subcooled
flow boiling regimes using water as the working fluid. This correlation is applicable over the ranges of
1.8< Pr; <29 and 12< Ja <100 and is shown in (3.28). The Fourier number (Fo) is shown in (3.29),
where Dy, is the initial bubble lift-off diameter as a function of time. Essentially, the first part of the
Nusselt number equation (O.6Reb0'5Pr11/ 3) accounts for the forced convection around the bubble, while

[1 —1.20Ja%1°Fo?/ 3} accounts for the shrinking of the bubble as condensation occurs. The condensation

model by Park et al. [59] was developed using annular condensation of the refrigerant FC-72. Since the
Chen-Mayinger correlation is applicable over the widest range of conditions, and the studies are completed
at both low and high pressure, it was selected as the condensation model.
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Nu = 0.6Rep*7Pr /3 [1 —1.20Ja%10F0% 3} (3.28)
mt
FO = Digo (329)

The interface between the two phases is assumed to be at saturation temperature. The interaction length
scale is assumed constant at 1.0 mm. A population balance model can also be implemented to better predict
bubble size, void distribution, and liquid velocity profiles in a heated channel [60].

The standard bubble departure frequency model implemented is that by Cole (1960) [39] and is shown
in (3.30). This departure model is a ratio of the rising bubble velocity over the bubble departure diam-
eter, where g is the gravity force. The typical bubble departure diameter model used is the Tolubinsky-
Kostanchuk [37], and is shown in (3.31). It correlates the bubble departure diameter with the liquid sub-
cooling, and uses the constants Dy = 0.6 mm and ATy =45 ° C.

4 g(p1 — po)

S AV Vs 3.30

! 3 Dgp (3:30)
ATy,

Dy = Dy exp (- ATOZ’) (3.31)

The Lemmert-Chawla active nucleation site density correlation [5] is the most commonly adopted model
and the original formula is shown in (3.32). The default values for m and p are 185.0 sites/m? and 1.805
respectively. Many CFD software implementations of the Lemmert and Chawla model use a modified
form that allows the exponent to increase with wall superheat [55]. This modified version is shown in
(3.33) where A and B are calibration constants. When employed with the Tolubinsky-Kostanchuk bub-
ble departure diameter model, A, B, and N{ are equal to 1.805, 0, and (185.0)!-8% respectively. If the
Lemmert-Chawla nucleation site density model is employed with the Kocamustafaogullari bubble depar-
ture diameter model [38], the model employs different values of A, B, and N{/ by calibrating it against the
Hibiki-Ishii nucleation site density model [42]. In all cases, ATj is set equal to 1K.

N" = (mATyp)P (3.32)

N AT, A+B(ATsuy/ATo) 23
N(/)/_<ATO> 433
The Hibiki-Ishii active nucleation site density model provides good predictions over a very wide range of
flow conditions and can also account for different boiling surfaces by including a dependence on the contact
angle [42]. Studies have been completed to illustrate that the large spread of data on the active nucleation
site density can be captured in the nucleation site density models by the inclusion of a dependence on the
contact angle of the fluid on the heated material [41]. The Hibiki-Ishii model is also dependent on the
system pressure, which is known to affect the nucleation site density. This model is shown in (3.34) where
N = 4.72 x 10° sites/m?, p1 is a fixed reference value for the contact angle set to 0.722 rad, and )\’ is the
cavity length scale and is set equal to 2.50 x 107 m. The minimum cavity radius (R.) is given in (3.35)
where R, is the gas constant based on the molecular weight of the fluid. The density function is given in
(3.36) where pt is shown in (3.37). Many of the systems of interest are at pressures above atmospheric, so
the Hibiki-Ishii active nucleation site density model is used in this study.
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2 /
N" =N" (1 — exp (—&)) |ﬁxp (f(p+)2) — 1] (3.34)

_ 20 {1+ (pu/p)} /P
Rc - exp {hfg(ATsup)/(RgTwTsat)} -1 (335)

F(pt) = —0.01064 + 0.48246p" — 0.22712p™ + 0.05468p"" (3.36)

pt = log (mpp”) (3.37)

The drag force calculates the force on a dispersed phase particle, so in the simulation that involves boiling,
the force acts on the bubble. The basic formulation for the drag force acting on phase i due to the drag of
phase j is shown in (3.38), where v; is the velocity vector of phase j and v; is the velocity vector of phase i.
The linearized drag coefficient (AZ’.?) is calculated as shown in (3.39), where the drag coefficient is Cp. The
factor a;,; is the interfacial area density and for an equivalent spherical particle, the projected area is then
Q5 / 4 [55]

Fj = A7 (v; —v)) (3.38)

A1D7 = CD%pj "Uj —’l)i‘ <a4”> (339)
The basic Schiller-Naumann drag formulation is used when the test involves solid spherical particles,
droplets, or small-diameter bubbles [61] and is shown in (3.40). The Tomiyama drag formulation is built
specifically for systems involving bubbles and is applicable over a wider range of conditions while account-
ing for varying degrees of contamination of the system [62, 63]. The Tomiyama formulation is typically used
for flow boiling [64]. The contaminated drag coefficient correlation is employed since most systems do not
use liquid of high purity and is shown in (3.41) where Eo is the E6tvos number shown in (3.42).

24 . 0.687 < .
L (14 0.15Re, ") for 0 < Rey, < 1000; (3.40)
0.44 for Rey, > 1000.
24 8Eo
Cp = —— (14 0.15Rep, %) ) | —— 3.41
b max[(Reb( + ) ) 3o 1) (341)
— Dy D?
Eo = M (3.42)
ag

The modeling of turbulence in two-phase flow is generally more complicated as compared to single-phase
flow. The mechanical energy is partitioned into rotational and translational energies due to the inertia
and friction forces that are caused by the increase in vorticity and strain. Additionally, the presence of the
dispersed phase in the continuous phase can affect the turbulence [48].

The standard k-¢ turbulence model developed by Launder and Spalding [49] is the most commonly used
turbulence model in single-phase turbulent fluid problems. The single-phase turbulence model is imple-
mented as a two-fluid model [65] by generalizing the equations and accounting for the fraction of time a
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phase occupies a given point in space using the local volume fraction of the phase «y,. This modifies the
transport equations for the continuous phase and they are shown in (3.43) and (3.44).

(pk,T + k)

0
= (arprkr) + V- (axprUrky) = V- (ak p

o Vk‘]g) + ap(Px + G — pkEk) + S,’;Zt (3.43)

0 +
&(akpkgk) + V- (OtkpkUkEk) =V (akMV€k>

& .
+ akk—’;(CglPk + |Gl = Ceaprer) + St (3.44)

Table 3.1. Constants used in the standard k- model.

Symbol Value

Opp 1.0
Ok 1.0
o 1.3
Ce1 1.44
Ceo 1.92

The additional source or sink terms (Si%* and S’3*) capture the production and dissipation of turbulence
from the interactions between the two phases. The shear production term P, is given in (3.45). The produc-
tion due to gravity (Gy) is shown in (3.46) and is valid for weakly compressible flows. The constants for

Oprr Oks 0c, Ce1, and Ceg are shown in Table 3.1 [48].

2
Py = e, rVUy - (VU + (VUR)T) - gv “Uk(pe,rV -Up — prUy) (3.45)
HE, T
Gy =——"—9 Vpi (3.46)
pkapk

In order to account for secondary flows that may occur in simulations, the Improved Anisotropic Turbu-
lence Model was adopted [46], as it has undergone extensive validation for geometries that have anisotropy
driven secondary flows. These flows must be accurately modeled in order to correctly predict flow and
temperature distributions in the simulation. Instead of the customary eddy-viscosity assumption, a cubic
stress-strain relation is implemented and non-linear production terms are included in the turbulent pro-
duction equation as shown in (3.47). The non-linear production term (G4’ ©) is calculated as shown in (3.48)
for the cubic model, and (3.49) for the quadratic model [55].

0 +
a(akpk-ék) + V. (OékpkUk-ék) =V <Otk('uk"7;7'uk)V€k>

a2 (Cor (B4 Gkl + GF) = Coapre) + 525° (3.47)

GIJCVL = VUk : (Tt,cubic - Tt,lin) (348)
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G{CVL = VUIC : (Tt7quad - Tt,lin) (349)

The calculations for T jin, Tt quad, and Ty cupic are shown in (3.50), (3.51), and (3.52) respectively, where S
is the strain rate tensor given by (3.53) and W is the vorticity tensor as defined in (3.54).

2
Ty in = 20k,7S — 3 (e, 7V - Uy + pk) (3.50)
k 1 k .
Ttguad = Thtin —4AC1p1er |S -8 = 2 (82 8)| — 4Copr = (W S+S-W )
k T 1 . T
— 4Chpnr = [W-W -3 (W.W )} (3.51)

2 2
Tt,cubic = Tt,quad - 804“ - k7 T% |:(S : S) W + WT . (S . S):| — 805/1]@,:[”]:7 (S S-W: WT) S (352)

s = (VUk + VUz) (3.53)

N =

W= % (VUk _vu? ) (3.54)

Instead of a constant turbulent viscosity scaling coefficient, C), is calculated using the non-linear coefficients
as shown in (3.55) where S = g 28 :Sand W = f\/ 2W : W. The quadratic and cubic coefficients are used
to calculate the remaining coefficients Cy, Cs, Cs, Cy, and C5 as shown in (3.56). The improved non-linear,
quadratic, and cubic coefficients are shown in Tables 3.2, 3.3, and 3.4 respectively.

_ OaO
= G T CoaS + Cog W (3:55)

O = Cnll
' (Cois + CuzS?) C,,
Cle
C p—
? (Onlﬁ + Cn”S?’) Oﬂ
Chiz
Ca —
57 (Cots + CrnS?) C,
Cy = CriaC,,
C'5 = GrLlSCZ (356)

The virtual mass force models the interphase momentum transfer to account for additional resistance that
occurs when a particle undergoes acceleration. This is done by using inviscid flow theory to represent this
phenomenon as a “virtual mass” [66]. It is helpful to use in non-accelerating flows as well because it makes
the simulation less sensitive to momentum or relaxation factors [55]. The two-phase formulation uses the
formulation by Auton et. al. [67] and is shown in (3.57) for the virtual mass force acting on phase ¢ due to
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Table 3.3. Quadratic coefficients.
Table 3.2. Non-linear coefficients.

Coefficient Value

Coefficient Value

Cnl1l 0.8
Cal 0.667

Cnl2 11.0
Cal 3.9

Cnl3 4.5
Ca2 1.0

Cnl6 1000
Ca3 0.0

Cnl7 1.0

Table 3.4. Cubic coefficients.

Coefficient Value

Cnl4 -5.0
Cnl5 -4.5

acceleration relative to phase j. The acceleration term (a; — a;) is given by the rate of change of the velocity
of constant mass particles. CV* is the virtual mass coefficient that is set equal to 0.5.

FYM = VM piay[a; — ai) (3.57)

The Troshko and Hassan Particle induced turbulence model [68] is used because it captures the bubble
induced turbulence effects. It accounts for the effects of bubbles by adding turbulent kinetic energy and
dissipation source terms to the liquid turbulence and was developed using the standard k-e turbulence
model. The turbulent kinetic energy source term (S%,) is an interfacial term that assumes low-bubble inertia
which is valid for most bubbly flows. It correlates the velocity fluctuation at the bubble-liquid interface and
interfacial force density, which is equal to the work of interfacial force density per unit time. It accounts for
the turbulence addition caused by bubble induced mixing and is shown in (3.58). U, is the slip velocity and
is shown in (3.59) where U; and U, are the liquid and vapor velocity vectors respectively.

3C
%:zimmmﬁ (3.58)
u.=U,-U, (3.59)

The interfacial dissipation term was modeled by assuming it is proportional to the bubble-induced pseudo-
turbulence destruction characteristic frequency multiplied by the bubble-induced turbulent energy produc-
tion term and is shown in (3.60) where it shows that it decays over a characteristic time, ¢;. C3 is a constant
for incompressible bubbly flows and is equal to 0.45. This produced a new bubble pseudoturbulence dissi-
pation frequency that states that the characteristic time scale of the bubble pseudoturbulence destruction is
determined by bubble residence time and is shown in (3.61) [68].

5., = S5k (3.60)
ty
1 (20vMp,\ "
d
_ 1 3.61
Wb ty < 3Cp ‘UT| ) ( )
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The modeling of the lift force on particles perpendicular to the relative velocity is derived from Auton et al.
[67] and shown in (3.62). C, is the lift coefficient and it is most often set to a constant value of -0.025 when
the bubbles are expected to depart from the surface into the bulk flow.

FL = CLaupl [U,« X (V X Ul)] (362)

The basic wall dryout area fraction model is employed to specify the amount of heat flux applied at the
wall is directed into the vapor convection instead of the forced convection, quenching, and evaporation of
the liquid. This only occurs when the vapor volume fraction near the wall reaches a high value, known
as the wall dryout breakpoint, so that it prevents liquid from coming into contact with the wall [55]. The
wall dryout breakpoint (aq4,,) is set at 0.9 so that once this vapor volume is reached, heat transfer to the
vapor phase occurs and the wall boiling formulation is modified to include this effect and is shown in
(3.63). This wall dryout breakpoint was selected based on experience gained from the PWR Subchannel
and Bundle Test (PSBT) benchmark case [64], which is described in more detail in Section 3.4. The wall
dryout breakpoint only affects the results of simulations when extremely high void fractions are reached in
the cells near the wall because it is effectively modeling the heat transfer in dryout conditions.

Gror = (fe + a5 +a0)(1 = Kary) + KaryQy, (3.63)

K 4ry, as shown in (3.64), represents the effective wall contact area fraction of the vapor and is employed
only above the dryout breakpoint. The term £ is given in (3.65), where «, is the void fraction of the vapor
phase. The vapor convection is shown in (3.66) where h,. is the vapor heat transfer coefficient. The CHF
relaxation factor is set equal to 0.5 and is used to help with convergence if the dryout criterion is reached.
It is specifically used for the update of the vapor volume fraction used in the dryout model.

Kd'ry = 52 (3 - 26) (364)

8= Qv — Qdry (3.65)
1-— Qry

ql/jlry = hvc(Tw - Tv) (366)

While the current wall boiling model has shown great flexibility thanks to its detailed mechanistic approach,
its ability to correctly predict some of the model parameters in realistic conditions is still challenged. Ad-
ditionally, some of the fundamental physical characteristics of boiling are not captured in this partitioning
and this can strongly limit the applicability and generality of the approach.

In particular, the movement of bubbles on the heater surface prior to lift-off is not captured in this heat
partitioning approach by Kurul and Podowski (1990) since it does not consider the effects of sliding bubbles
along the wall [48] which has been shown to occur in subcooled flow boiling through experiments [69, 70].
In subcooled boiling, bubbles often slide along the heated wall after detaching from the nucleation site and
before lifting off into the bulk of the liquid flow. These sliding bubbles can also merge and coalesce with
other detached and nucleating bubbles downstream. The tendency for bubble sliding is high in subcooled
flow boiling and as a result, efforts have been made to incorporate the transient conduction of sliding
bubbles in the heat partitioning model [40, 48].

The standard wall boiling models are summarized in Table 3.5. Although advancements have been made
in parameter calculations in subcooled flow boiling modeling using CFD, the need is still present for a
modified, more general heat transfer model that uses less sensitive closure parameters and considers the
flow effects on boiling.
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Table 3.5. Standard Wall Boiling Models

Parameter Model

Bubble Departure Frequency = Cole

Bubble Departure Diameter Tolubinsky-Kostanchuk
Active Nucleation Site Density ~Hibiki-Ishii

Bubble Influence Area Kurul-Podowski (2.0)
Quenching Wait Coefficient Del Valle Kenning (0.8)
Momentum closure Symmetric Interaction Area Density
Drag Coefficient Tomiyama

Lift Coefficient -0.025

Turbulent Dispersion Pr.=1.0

Interaction Length Scale Constant (1.0 mm)
CHF Relaxation 0.5

CHF Dryout Breakpoint 0.9

Condenation- Fluid Chen-Mayinger
Condensation- Vapor Constant Nu = 2.0
Interface Temperature Tsat

3.4 Baseline Model Demonstration

To illustrate the capabilities of three-dimensional CFD simulations to accurately model two-phase flow, a
study was completed on a 5x5 bundle test from the Nuclear Power Engineering Cooperation (NUPEC)
PBST International Benchmark exercise by Lo and Osman [64] using the standard wall boiling models and
the six-equation, two-fluid model. The rod bundle was modeled with the spacers for the two-phase flow
test cases using STAR-CCM+. The CAD models of the spacers were created using Autodesk Inventor and
included the springs and dimples of the spacers. They were imported via parasolid files into STAR-CCM+
and rods were added to go through each spacer. The computational grid was created using unstructured
polyhedral meshes in the rod-spacer sections and is shown in Figure 3.2. The contacts between the springs
and dimples was modeled as shown in Figure 3.3.

The final rod bundle assembly, including 7 mixing vane spacers, 2 nonmixing vane spacers, and 8 simple
spacers, connected the rod and spacer sections by extruding cells from the section ends. To decrease the
total number of cells in the model, the extrusion expanded the cell height as the cells increased in distance
from the section.

The assessment was completed on the steady-state bundle test B5 Run 5.1121. In this case, the pressure was
167.39 kg/cm? , the mass flux 14.96x10° kg/m?-hr, the power 2990 kW (axially uniform), and the inlet tem-
perature 316.9°C. The CFD results provided good agreement for the void fractions with the experimentally
measured data while also providing insight on the detailed flow and void distributions in the rod bundle
and how the solid structures affect them. A depiction of the void fraction distribution downstream of a
mixing vane spacer is shown in Figure 3.4.

The void fraction was averaged over the central 4 subchannels at a location of z = 3.177 m and the exper-
imental value was 0.1791. The computed average over these 4 subchannels was 0.1576 [64]. This shows
that current methods can provide reasonable void fraction results, but it is important to note that they have
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Figure 3.2. CFD grid of spacer with mixing vanes [64].
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Figure 3.3. Rod and spacer contacts included in the model [64].
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Figure 3.4. Void fraction downstream of a mixing vane spacer [64].

been empirically adjusted to do so. The goal of the current work is to provide a more general model that
uses a mechanistic and physics-based approach and can also predict wall temperatures.
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4 STAR-CCM+ CFD Software

4.1 STAR-CCM+ Capabilities

STAR-CCM+® is a commercial engineering software produced by CD-adapco™ that is used for solving
fluid and solid flows, heat transfer, and stress problems and is the software used in the testing and vali-
dation of the new boiling model. The package contains a 3D-CAD modeler, automatic meshing, physics
and turbulence modeling, and post-processing capabilities. It is based on programming technology that
uses an object-oriented approach. The interface provides an object tree where the user defines the mesh
characteristics and inputs the data and boundary conditions of the simulation [55].

Using the parametric solid 3D-modeler, geometries can be built from scratch. The 3D-CAD model can also
be modified outside of the 3D-CAD which allows for modifications to be made quickly. An embedded CAD
model can also be used if desired.

A surface wrapper can be employed that maps a high-quality triangulated mesh onto any surface. The user
can enhance the the surface mesh by using surface-repair tools. Then the volume mesh is built with mostly
hexahedral cells and can be created smoothly over multiple CAD parts. The mesh can also be extruded in
any direction with control over the size, growth rate, and number of cells in the extrusion. If a turbulence
model is used with a wall y* treatment, the prism layer mesh is manually controlled to produce the desired
wall y* value [55].

The physics modeling capabilities of STAR-CCM+ include segregated, coupled, and finite volume solid
stress solvers. The time portion of the simulation can be steady state, implicit and explicit unsteady, or
harmonic balance. The turbulence modeling can be done using Reynolds-averaged Navier Stokes (RANS),
large eddy simulation (LES), or laminar-turbulent transition. Fluids can be either incompressible or com-
pressible and gases can be ideal or real. The heat transfer options include conjugate heat transfer, thermal
surface to surface radiation, solar radiation, and discrete ordinates radiation. For simulating multi-phase,
the user has Lagrangian particle tracking, Volume of Fluid (VOF), cavitation and boiling, Eulerian Multi-
Phase (EMP), and melting and solidification options. Chemical reactions can be accounted for using reac-
tion kinetics, eddy break-up (EBU), complex chemistry, and ignition options [55].

4.2 Solution Algorithms

A discretization method must be used to approximate the differential equations, using algebraic equations,
that can be solved to obtain a numeric solution. To obtain a solution at a discrete location in space and time,
the approximations are used in small space and time domains. Therefore, the solution is dependent on the
quality of the discretization method [50].

Many discretization methods have been developed, but the most common are finite difference (FD), finite
volume (FV), and finite element (FE). The STAR-CCM+ software employs the finite volume method [55]. In
the FV method, the conservation equations are used in their integral form as a starting point. The domain
being modeled is divided into a finite number of control volumes (CVs), which is where the conservation
equations are applied. The variable values are calculated at the centroid (center) of each CV. The values
calculated at the centroid are interpolated to the surfaces of the CV. A suitable quadrature formula is then
used to approximate the surface and volume integrals [50].

The benefit of using a FV method is that it is suitable for complex geometries. The disadvantage of this
method is that it is more difficult to develop methods of order higher than second in 3D as compared to the
FD approach. STAR-CCM+ typically employs second-order accuracy in time and space [50, 55].

Multiple interpolation methods exist, and those available in STAR-CCM+ include first-order upwind, second-
order upwind, central-differencing and bounded central-differencing [55]. The upwind differencing scheme
(UDS) approximates the fluxes on the faces of the CVs by the value at the node upstream from the surface.
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The flux ¢, is approximated as shown in (4.1), where v is the variable being calculated and n is the unit
normal vector to face e. This is illustrated in Figure 4.1 where the face of interest (e) is highlighted in blue
and centroids P and F are labeled.

b — {¢p7 if (v-n), > 0; @

) ég, if (v-n). <0.

Ay
w P E
° o ¢|leq
y Ax

Figure 4.1. A typical CV layout with notation used for a 2-D Cartesian grid [50].

A series expansion is completed about centroid P when (v-n). > 0. An example of a Taylor series expansion
for the Cartesian grid is shown in (4.2), where H represents the higher-order terms. A first-order upwind
method retains only the first term on the right-hand side of the equation, so its leading truncation error
represents a diffusive flux. The second-order upwind method uses the first two terms on the right-hand side
of the equation by reconstructing the derivative of the flux using an upwind linear interpolation between
the two upwind centroids.

_ 2 2
e =¢p + (Te —xP) (gf) + (ze —2p) ( 079 ) +H 4.2)
P P

2 0%x2

The central-differencing scheme is also second-order and approximates the derivative using the two nearest
nodes. The Taylor expansion for this method about the point xp is shown in (4.3) where . is defined in
(4.4). This method uses the first two terms on the right-hand side of the series expansion shown in (4.3)
[50].

_ _ 2
be = dphe + dp(1— A) — e xp);“ re) ( 52 d;) +H 43)
v P
Ao = Le TP (4.4)
'y —ITp

Therefore, the approximation of the gradient between the two nodes P and E is shown in (4.5) for the
assumption of a linear profile.

(3(%5) _¢5—¢p 45)

Ox TEp —Tp

The bounded central-difference scheme is shown in (4.6) and is a function of the first-order upwind, the
second-order upwind, and the central-differencing schemes represented by ¢ fou, ¢sou, and ¢.q respectively.
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¢ represents the Normalized-Variable Diagram (NVD) value that is based on local conditions. A smooth
function of ¢ is shown in (4.7) and must satisfy 0(0) = 0 and ¢(¢) = 1 when (,;; < ¢. The upwind blending
factor is represented by (.5 to provide balance between accuracy and robustness of the bounded central-
differencing scheme. The larger values of (,;y promote robustness while small values increase the accuracy
[55].

¢e:{¢fou, for( <Oorl < (; (4.6)

0pea+ (1 —0)Psou, for0<(¢<1.

o =0o(C) (4.7)

When unsteady problems are simulated, time must also be discretized and the solution advances in time
step-by-step. STAR-CCM+ has the option of implicit or explicit for the psuedo-time integration. The explicit
calculation is made assuming that all fluxes and sources are known at a time ¢,,. Then, at the next time
level t,,.1, the value at a specific node is calculated using the solutions of the previous time level for all
neighboring CVs. Therefore, each value is explicitly calculated for each node using the previous time step
solution. The implicit method evaluates all the fluxes and source terms at the new time level in terms of
the unknown variable values. This results in a system of algebraic equations that are similar to steady-state
problems but have an additional contribution resulting from the unsteady term. The implicit method is
useful when studying flows with slow transients [50, 55].

In STAR-CCM+, the semi-implicit method for pressure-linked equations (SIMPLE) algorithm is employed
to reach the final single-phase solution. The steps this algorithm employs at each solution update until final
solution convergence are [55]:

Set boundary conditions

Compute the reconstruction of velocity and pressure gradients

Calculate the velocity and pressure gradients

The discretized momentum equation is solved, creating an intermediate velocity field

The uncorrected mass fluxes at the faces are computed

The pressure correction equation is solved

The pressure field is updated using an under-relaxation factor for the pressure

The pressure boundary corrections are updated

© ® N o @Al L=

The face mass fluxes are corrected

—
©

The cell velocities are corrected

11. The density is updated due to the pressure changes

12. Temporary storage is freed
A schematic of the flow solver SIMPLE algorithm is shown in Figure 4.2, where CGSTAB stands for the
conjugate gradient squared stabilized algorithm developed by Van den Vorst and Sonneveld [71]. This is a

more robust and stable method for solving systems of equations that are not necessarily symmetric. AMG
refers to the algebraic multigrid method for solving the discrete linear system iteratively [55].
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Figure 4.2. The SIMPLE scheme used in an iterative flow solver for single-phase [55].
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CHAPTER TWO: NEW WALL BOILING MODEL DESCRIPTION

The new model is developed based on physical phenomena captured in subcooled flow boiling experi-
ments; in particular, the phenomena that occur on the heated surface. This new model is a more general
boiling closure model for subcooled flow boiling conditions that includes all physical boiling phenomena
and necessary mechanisms to accurately predict the temperature and heat flux at the wall in CFD simula-
tions. The model explicitly tracks the bubbles and dry area on the surface by assuming random distributions
of the active nucleation sites. This information can be valuable in determining bubble interaction and total
dry surface area on the surface.

5 Nucleation Site Density Modification

The new wall boiling model requires an accurate model for the prediction of the number of nucleation sites
on the boiling surface, so a study was completed on available nucleation site density models to determine
the model that most closely captures experimental trends. In particular, the Lemmert-Chawla [5], Hibiki-
Ishii [42], and the Kocamustafaogullari-Ishii [38] models were investigated. The Lemmert-Chawla model is
not dependent on pressure and is shown in (3.32) with m and p set as 185.0 sites/m? and 1.805 respectively.
The Hibiki-Ishii model is dependent on the system pressure and the contact angle for the system and is
shown in (3.34). It is applicable over a wide range of conditions, including mass velocities up to 886 kg/m?-
s, contact angles of 5-100°, and pressures up to 19.8 MPa.

The Kocamustafaogullari-Ishii model is dependent on the system pressure and also the contact angle through
the use of the Fritz bubble departure diameter model [72, 73]. The nucleation site model is shown in (5.1)
where N'™* is given in (5.2) with f(p*) and R} shown in (5.3) and (5.4) respectively.

N" = N"* /D3 (5.1)

N = f(p*) R (52)

f(p*) = 2.157x10~"p*~3-2(1 + 0.0049p*)*13 (5.3)
R = D}j;z (5.4)

The bubble departure diameter D; employed in this model is determined from the Fritz bubble departure
correlation with a modification. The original Fritz correlation is shown in (5.5), where 6 is in degrees, with
the final calculation for D, given by (5.6).

20
gpr — Pv

Dy = 0.01480 (5.5)

Dy =0.0012p*%°Dyp (5.6)

The Kocamustafaogullari-Ishii model also includes the use of an effective wall superheat (AT,) to account
for the difference in the temperature gradient caused by the hydrodynamic flow field and is shown in
(5.7). During forced convective nucleate boiling, the thermal boundary layer is much thinner, and thus the
temperature gradient is much steeper than a pool boiling case with the same wall superheat. This causes
the effective wall superheat to be lower than the true wall superheat. The suppression factor S is shown
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in (5.8) and is calculated using the two-phase flow Reynolds number (Retp), which is given in (5.9), where
Dy, is the hydraulic diameter, shown in (5.10) with A being the flow area and P, the heated perimeter.
The vapor quality is represented by z and the model is dependent on the speed of the flow through the
inclusion of the mass flux (G) term.

AT, = SAT, o (5.7)
S = L (5.8)
~ 14 1.5x10~®Rerp '
1—z)D
Regp = =200 (59)
H
4A;

The Lemmert-Chawla, Kocamustafaogullari-Ishii (at G = 500 kg/m?-s), and Hibiki-Ishii models were com-
pared at a pressure of 1.05 bar and assuming a contact angle of 100° and is shown in Figure 5.1. The
contact angle was chosen assuming ITO is the boiling surface and water is the fluid. Experimental data
[26, 41, 42, 74-76] has shown that the Hibiki-Ishii model most closely captures the sharp increase in nucle-
ation site density at higher wall superheat. The influence of pressure was also investigated for the Hibiki-
Ishii model and is shown in comparison to the Lemmert-Chawla model in Figure 5.2. This demonstrates
that a nucleation site density model that is dependent on the system pressure is necessary since experiments
have also illustrated the large effect of pressure on the nucleation site density.

1.0x10"

—a— Lemmert-Chawla
—e— Kocamustafaogullari-Ishii
—a— Hibiki-Ishii

8.0x10°

6.0x10°

4.0x10° 4

2.0x10°

Nucleation Site Density (sites/m?)

! ' ! T T T
0 5 10 15 20 25 30

Wall Superheat (K)

Figure 5.1. Comparison of the Lemmert-Chawla, Kocamustafaogullari-Ishii, and Hibiki-Ishii nucleation
site density models at 1.05 bar.

A consequence of using a nucleation site density model that captures the sharp increase in the number of
nucleation sites, such as the Hibiki-Ishii model, is that it can predict nucleation site densities of such high
values that they are unphysical. To prevent the use of these unphysical values, a statistical bubble tracking
method was developed and implemented by calculating the probability that a bubble forms underneath a
bubble already present on the heated surface. Figure 5.3 illustrates the position of a new nucleation site
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Figure 5.2. Comparison of the Hibiki-Ishii model at three different pressures to the Lemmert-Chawla
model.

underneath a bubble already formed. Complete spatial randomness methods (CSR), which assumes that
bubbles are randomly distributed on the heater surface, are employed to calculate the probability of this
occuring. The nearest-neighbor method [77, 78] was used to determine the probability of one bubble center
being within one bubble radius of another bubble center, and is shown in (5.11).

Bubble on
heated surface
I—A—\

Nucleation Sites

Figure 5.3. [llustration of a nucleation site that is underneath a bubble already present on the heated surface.

P=1-¢ Nin(Da/2)? (5.11)

The value represented by N;' must be used in place of the total nucleation site density to account for the
fact that not all nucleation sites are active at the same point in time. To determine the number of nucleation
sites active at a given time, the ratio of the growth time over the bubble period is used and the calculation is
shown in (5.12), which assumes the bubbles nucleate with a temporally uniform distribution. The growth
time (¢4) represents the amount of time the bubble is present on the surface and is calculated using the
same bubble growth equation that is used in the force-balance bubble departure model. The calculation
uses Zuber’s growth model [79], which is the same model used by Yun [80] in his force balance model for
bubble departure, but neglecting the component that accounts for subcooling. Therefore, since the bubble
departure diameter is known through the force-balance prediction, the growth time is calculated as shown
in (5.13) where b is a constant set equal to 1.56. The liquid thermal diffusivity is represented as n; and is
calculated as k;/(picpr)-
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NI = <tit> t,N" = ft,N" (5.12)
w g
2
¢ = m(Da/2) (5.13)
T 4b2Ja’y,

The employment of this probability method enforces that the nucleation site density value used does not
exceed the physical maximum number of bubbles that can fit on the heater surface. The modified nucleation
site density is calculated as (1 — P)N"” and is employed as the nucleation site density value in the new
partitioning model. An illustration of the effect of using this probability method is shown in Figure 5.4 at
a pressure of 1.05 bar and a contact angle of 100° for both the Lemmert-Chawla and Hibiki-Ishii nucleation
site density models. A bubble departure diameter of 1 mm was used in the calculation. Figure 5.4 shows
how this probability method has the greatest effect on the nucleation site density models that have a sharp
increase in the their predictions, such as the Hibiki-Ishii model. The Lemmert-Chawla model has a more
gradual increase in the nucleation site density and therefore the physical maximum is not reached even at
wall superheat of 40K.

2.0x10° —a— Lemmert-Chawla

. —e— Modified Lemmert-Chawla
1.8x10" 7 —a— Hibiki-Ishii
1.6x10° - —vw— Modified Hibiki-Ishii

1.4x10° -
B 1.2x10°

1.0x10°% -

o ©
o o
X x
[ [
o o
~ ~

Nucleation Site Density (sites/m?)
°
5,
L

2.0x10"

T T T 1
0 10 20 30 40 50

Wall Superheat (K)

Figure 5.4. Illustration of the effect of the probability method on the nucleation site density.
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6 Wall Boiling Model Formulation

The proposed model aims to capture all of the boiling phenomena that occur during subcooled flow boiling
to accurately predict the temperature and heat flux for subcooled flow boiling at the wall in CFD simula-
tions. As a result, the wall heat flux (q},,) is partitioned into four components that capture the physical
phenomena evident from experimental data: forced convection (q}’c), quenching (g;), evaporation (g;), and
sliding conduction (¢/,) and is shown in (6.1). The phenomena the components capture are depicted in Fig-
ure 6.1. The addition of the sliding conduction term accounts for the increased heat transfer due to bubbles
that slide along the heater wall before lift-off. This is largely due to the transient conduction that occurs
from the disrupted thermal boundary layer. This sliding conduction term captures all the heat transfer that
is associated with disruption and reformation of the thermal boundary layer that is caused by the growth
and movement of bubbles. These four modes of heat transfer are discussed in detail in the following sec-
tions.

§ q”fc L

.Q\
o3

.XN
V//W

%,

‘Flow

Figure 6.1. Depiction of the heat flux partitioning for subcooled flow boiling.

Qot = dfe +dq + 4 + s (6.1)

6.1 Forced Convection Component

The forced convection heat flux is calculated using the traditional CFD method of single-phase forced
convection on a heated surface in turbulent flow and the local calculation is shown in (6.2). The non-
dimensional temperature term for the liquid (t*) is defined by the thermal wall law for temperature, a
mathematical description of the temperature profile in the turbulent boundary layers. The wall law is
chosen automatically by the STAR-CCM+ software because it is based on the turbulence mode behavoir
and it is calculated using the velocity profile near the wall [55]. The friction velocity (u-) is given in Table
6.1.

n_ PiCplut
dfc = t++

(ATsup + ATsub) (62)

The new boiling model’s forced convection component differs from the baseline model in that it also ac-
counts for the addition of increased heat transfer due to the presence of bubbles. This is captured by in-
creasing the surface roughness due to the bubbles on the heater and is completed by modifying the wall
function for turbulent flows. The enhanced heat transfer is a function of the size and distribution of bubbles
on the heater surface.
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; Logarithmic
: Region

Figure 6.2. Velocity profile near the wall.

For a hydraulically smooth wall, the velocity profile near the wall is given by (6.3) for high-Reynolds num-
ber flows inside the viscous-dominated region of the boundary layer that is not resolved. An illustration of
the velocity profile near the wall is shown in Figure 6.2. The non-dimensional velocity (u") is a function of
the non-dimensional distance from the wall (y*). The empirical coefficient that is the log-law offset value
(E) is usually set equal to 9.0 and is a constant from the rearrangement of the classic equation (6.4) to give
E = e*B, where « = 0.42 is the Von Karman constant. The definitions of the remaining variables are listed
in Table 6.1, where T,, is the wall shear stress. The viscous sublayer outside of the logarithmic region occurs
foray™ from 0 to y;! [55, 81].

ut =y whenyt <yt (6.3)

1
ut = ZIn(Ey")whenyt >yt
K

ut = %ln(y*) +B (6.4)

Table 6.1. Definition of variables used in the smooth wall functions.

Variable Definition

+ u
u Ur
Tw
Ut \/ Pl
+ pLuTy
Yy 22}

To account for the added roughness caused by the bubbles on the heater wall, the rough wall model is
employed [55, 82]. This model modifies the log-law coefficient £ to make it a function of a roughness
parameter given by R*. This is shown in (6.5), where r is the equivalent sand-grain roughness height. The
value for F is then modified by the roughness function, f, such that E’ = E/f, which is placed in the classic
equation for the velocity profile (6.4). The roughness function is dependent on the value of the roughness
parameter and is shown in (6.6).
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Rt = ”‘;lp l (6.5)
+
1 a when RJF S Rsmooth
R+7R+ th
f = B <Im%> —+ CR+ when R:;nooth < R+ < Rjough (66)
B+ CR* when Rt > RS
+

In the intermediate range of wall roughness, where ijoot h < Rt <R
the values for R R

smooth’ *“rough’

roughs @ 18 given by (6.7). Typically,
B, and C are 2.25, 90, 0, and 0.253 respectively [82].

™ log (R+/R:mooth)
2 IOg (R:ough/R;rmooth>

(6.7)

a = sin

To predict the added roughness due to the bubbles, the equivalent sand-grain roughness is estimated and
is dependent on both the size and distribution of bubbles on the heater surface. If the bubble sizes are
extremely small and lie only in the purely viscous sublayer, when RT < R . the wall is treated as
a smooth surface because it has no effect on the flow. If the bubbles project further into the flow, when
R* > R! on- then it can be treated as fully rough. Since experimental data is not available to back-calculate
the equivalent sand-grain roughness from pressure drop data as is done traditionally [83], the value is
estimated by calculating an average surface roughness (R,) due to the bubbles. This is shown in (6.8)

where n is the number of measurements and y; is the height for each measurement.

1 n
Ro=—3 lyi (68)

The surface of the heater is assumed to be completely smooth except for the area taken up by a bubble.
Therefore, everywhere a bubble is not present, the roughness height is zero. A unit cell is used to calculate
the average surface roughness and is depicted in Figure 6.3 on a heated surface with hemispherical bubbles.
The bubbles are assumed to be evenly distributed in a square lattice so that the bubble spacing (s) is given
by s = 1/v/N”. The average surface roughness is then calculated using an integral form of (6.8) and is
shown in (6.9) where A..; = s> = 1/N” and Vj, is the volume taken up by the single bubble and is
dependent on its size and shape. For spherical bubbles, the total volume is calculated by assuming the
roughness height is taken at the highest point of the bubble and is shown in (6.10), where R is the bubble
departure radius.

Heated Wall

Figure 6.3. Depiction of the unit cell and volume taken up by a hemispherical bubble.
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R, = jf"; (6.9)
41 . [ (
Vier = g5 R+ Ry = gmj (6.10)

An example to illustrate the effectiveness of this method was completed by implementing the results from
the ITM-1 study [84]. In this study, the effect of bubbles attached to a wall on both the near-wall turbu-
lence and the friction factor were investigated using the CFD code TransAT [85]. Both Direct Numerical
Simulation (DNS) and Large Eddy Simulation (LES) approaches were used to resolve the flow. The com-
putational domain was a Cartesian box of dimensions L, = 27h, L, = 2h, and L, = wh and shown in
Figure 6.4, where h is the half-height of the channel and used as the characteristic lengthscale. The flow is
in the +x direction and the domain has periodic boundary conditions in the streamwise (x) and spanwise
(z) directions. There is a no-slip boundary at the wall (y). The bubbles were modeled as hemispherical solid
obstacles of height k (equivalent to y™ = 10) on the walls of the simulation domain. They are spaced at a
distance S;, equivalent to y* = 40 and arranged on a square lattice. The simulation was completed using
an imposed shear Reynolds number (Re) of 400, which was calculated as shown in (6.11), a fixed density
(p) of 1kg/m?, and viscosity (1) of Re; .

Re, = (6.11)

The average surface roughness was calculated using the integral from described previously. In this test
case, the bubbles were modeled as hemispheres, so Vi, = 2/ 37rR3. This provided R, = 3.27 mm. The
rough wall model was implemented in STAR-CCM+ with an equivalent sand grain roughness value given
by the average surface roughness value calculated. This is compared to the DNS data for a smooth wall case
from Kasagi [86] and the hemispherical case to illustrate the ability of this method to capture the roughness
effects on the velocity profile of the flow and is shown in Figure 6.5. This is important for forced convective
heat transfer because the temperature profile is then obtained from this velocity profile.

The single-phase forced convection component is employed on all areas of the heater that are not covered
by a bubble. The mathematical implementation of the forced convection component on only the areas
unaffected by a bubble is detailed in Section 8. The calculation for the forced convection component is
given by (6.12), where hy. is the heat transfer coefficient that incorporates the increased heat transfer due to
the presence of bubbles when wall boiling occurs. This is completed by relating the flow parameters to the
thermal parameters, which is used to infer the heat transfer given that the momentum transfer is known.
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Figure 6.5. Velocity profile near the wall of the rough wall function (blue) compared to the DNS data of the
smooth (red) and hemispherical obstacle (yellow) surfaces.

For this reason, the affected velocity profile from the increased surface roughness causes an increase in the
forced convection heat transfer coefficient.

Ife = hpe(ATsup + ATsup) (6.12)

6.2 Sliding Conduction Component

As experiments have illustrated [28], the effect of sliding bubbles on the heat transfer coefficient for sub-
cooled flow boiling can be very high, even the dominant mode of heat transfer for particular flow regimes.

A mechanistic force-balance model is used to predict if a bubble will slide along the heated wall, in the
same fashion as it is currently used to predict when the bubble will lift-off the surface. The original concept
was proposed for both pool and flow boiling by Klausner et al. [87] and Zeng et al. [20, 88] and it was
recently adapted and modified by Yun et al. [80] for CFD application and further improved by Sugrue et al.
[89]. The mechanistic bubble departure model implemented in this work is based on the model by Sugrue
etal.

The bubble movement diameter (D,,) is defined as the diameter of the bubble when it moves from its
inception point, or point of origin. This diameter is predicted by the force-balance model based on the
work by Sugrue et al. [89], which is a modified version of that developed by Yun. This model based on
the work by Sugrue et al. is used to predict the bubble departure diameter and if the bubble immediately
lifts-off the surface or slides prior to lift-off. If the prediction of D; is smaller than D,,, then the bubble
lifts-off into the fluid flow without sliding. If the bubble slides along the heater surface before lift-off, the
lift-off diameter (D) is predicted by a force-balance model based on that developed by Situ et al. [15]. The
movement of a bubble from its inception point that then slides and lifts-off is illustrated in Figure 6.6.

Bubble growth and sliding increase heat transfer because of the disruption of the thermal boundary layer
inducing transient conduction as the cold liquid comes in contact with the wall. The additional evaporation
that occurs while the bubble slides is captured by the microlayer evaporation component described in
Section 6.4. If the bubble lifts-off the surface without sliding, it also disturbs the thermal boundary layer
and is therefore is captured in this term. The transient conduction is calculated using the error function
solution to the transient temperature profile for 1-D transient heat conduction into a semi-infinite medium
using the heater surface temperature as T, and the liquid temperature as T; [40, 90]. The time-dependent
wall heat flux for this solution is shown in (6.13). When the boundary layer is disrupted by a sliding bubble,
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Figure 6.6. Illustration of bubble growth at a nucleation site until it departs from the site, slides, and lifts-off
the surface.

the sliding conduction heat transfer mode occurs for a specific time interval while the thermal boundary
layer is re-established which is given by ¢*. This time interval is determined by the fraction of time the
transient conduction heat transfer coefficient is greater than the forced convection heat transfer coefficient
and is calculated as shown in (6.14). By integrating the error function solution over this time, the sliding
conduction term is given by (6.15).

k(T — 1)
11
_ 1
k ’ 1
= L) — (6.14)
hfc ™
2k (T — T,
" __ kl( w l)aslt*fN//* (6.15)

Gse = it

The sliding length (/) and area influenced by the sliding bubbles (as;) is determined by the rate of bubble
growth while sliding and also the number of additional nucleation sites it may cross while sliding. The
bubble is assumed to slide at the velocity of the liquid in its proximity and only in the direction of the flow.
As in the forced convection term, the spacing between the bubbles, s, is calculated by assuming the bubbles
are arranged in a square lattice arrangement.

The distance a bubble slides is depicted in Figure 6.7, where [ is the total distance a bubble slides. The
calculation of [ is dependent on whether the bubble slides a distance greater or less than the spacing s.

The growth of the bubble while sliding is determined from a correlation against Maity’s data [91] of a
single bubble sliding in subcooled flow boiling and is shown in (6.16) where Dy, is the bubble diameter
after sliding a time t,; and D, is the diameter of the bubble when it begins to slide. The Rey, is calculated
as shown in (6.17).

= — — (6.16)
tamda 15(0.015 + 0.0023Rep,*)(0.04 + 0.023Ja°7)
DaU
Rep, = dﬂ 1Pt (6.17)
l
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Figure 6.7. Illustration of a bubble sliding from its inception point and then departing from the heater after
sliding a distance given by .

For example, if a bubble departs from its inception point and slides a distance s, then the time it takes to
slide is given by (6.18). v is the sliding velocity of the bubble, which is assumed to be equal to the liquid
velocity surrounding the bubble, and D;,, = D,,. The size after it slides (Dy;) can then be calculated. If the
diameter after it slides is less than the lift-off diameter, then it will continue to slide and it also “absorbs” the
bubble that was at the second nucleation site that the original bubble encountered [92, 93]. The absorption
of a bubble at a second nucleation site is illustrated in Figure 6.8. The addition of the volume of the bubble
swept by the original sliding bubble is assumed to be a bubble with diameter D,,. The diameter of the
bubble after absorbing another bubble is therefore given by (6.19).

tsy = — (6.18)

D* = (Df?l -+ D;j;)l/3 (6.19)

v Bubble Slides & Merges Bubble Slides & Lifts Off
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Figure 6.8. Illustration of a bubble sliding from its inception point and merging with another bubble after
sliding a distance s.
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The total distance a bubble slides can then be calculated as shown in (6.20) where Ny,ergeq is the number
of bubbles the sliding bubble merged with on the heater and Ip, _p, is the additional length the sliding
bubble traveled from the last bubble merger to lift-off. Using the average bubble size during sliding (Dq.g)
as shown in (6.21), the area affected by a sliding bubble is then a5 = Dg.l.

l= Nmergeds + an—Dl (620)

Davg = Dy, +0.5(D; — D,,) (6.21)

To account for the bubbles that are “absorbed” by the sliding bubble as it passes over other active nucleation
sites, the active nucleation site density is reduced for the calculation of the sliding conduction component.
This is completed by employing a reduction factor (R), shown in (6.22), when the sliding distance is greater
than the spacing between bubbles. This provides a new active nucleation site density value (N'*) that is
shown in (6.23).

1
Ry = YIS (6.22)
N"* = R;N" (6.23)

The bubble departure and lift-off diameter force-balance models use a strong assumption that the departing
bubbles are approximately spherical in shape. Once the bubbles begin to deviate from the spherical shape,
the forces acting on the bubble can dramatically change. During vertical up-flow, the imposed pressure
gradient drives spherical bubbles to remain on the walls and out of the center of the channel. When the
bubbles are no longer spherical in shape, the shear lift force causes bubbles to move away from the walls
and into the bulk flow [94, 95].

To account for the effect of bubble deformability in the prediction of the bubble lift-off diameter, the Eo
number is used. A single bubble of light fluid rising in an unbounded flow is usually described by the Eo
number and the Morton (Mo) number, which is shown in (6.24). The Mo number compares the viscous to
the capillary forces. For a given fluid and pressure, the Eo number is a characteristic of the bubble size and
the Mo number is a constant. Atlow Eo number, a bubble is spherical. At a higher Eo, it becomes ellipsoidal
and possibly wobbly if the Mo number is low (which is usually the case in low viscosity liquids like water).
At higher Eo numbers, the bubble adopts a spherical-cap shape with trailing skirts if the Mo number is high
[96, 97].

_ 4
Mo — (L= Po)oy (6.24)
pio’

A DNS study still in progress by Dabiri et al. investigated the regime transitions in vertical channel up-flow
due to bubble deformability. The simulation was completed assuming the vapor density is one-tenth of the
liquid density to reduce computational cost, and the fluid had a high Mo number. At low Eo, the bubbles
were spherical and remained near the walls causing a lower flow rate than the single-phase solution. As
the Eo number rose, the bubbles moved to a more uniform distribution and the flow rate increased to the
single-phase solution. This transition occurred rather abruptly at an Eo number of 2.5 and when the Eo
number was greater than 3.5, there were no bubbles sliding along the walls. For high Reynolds flows and
an Eo number less 0.1, bubbles typically remain spherical. Usually, above an Eo of 0.1, the bubbles begin
to deviate from the spherical shape [97]. In subcooled flow boiling, the bubbles can also lift-off the heated
surface but still remain near the wall and not enter the bulk flow.

For very low viscosity liquids such as water, the Mo varies from 1.8x10~ 13 ata pressure of 2 bar, to 2.3x10~12
at a pressure of 150 bar. Charts such as the Re number (shown in (6.25)) versus Eo number for different
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Mo numbers [98, 99] can be used to describe the shape of the bubble. At these very low Mo numbers
characteristic of water, the bubble deviates from spherical shape at very low Eo numbers. Clift et al. [98]
also completed a study comparing the aspect ratio of the horizontal and vertical diameters of a bubble to
the Eo number for different Mo numbers. The aspect ratio is defined as the maximum vertical dimension of
the bubble over the maximum horizontal dimension of the bubble. A correlation was developed to relate
the aspect ratio (E) to the Eo number of the bubble for Mo < 10~%, and is shown in (6.26).

_ pUDy
i

Re

(6.25)

1

. — 6.26
1+ 0.163E0% 77 (626)

In the experimental data of Prodanovic et al. [28], the bubble lift-off diameters were recorded with the
maximum vertical and maximum horizontal diameter of the bubble at the moment of lift-off at a pressure
of 2 bar. The typical aspect ratio of the bubbles at the moment of lift-off was about 0.96. This provides an
Eo value of approximately 0.1, which describes the maximum Eo number a bubble reaches before lifting-off
the heated surface. Therefore, a maximum Eo number of 0.1 was implemented for up-flow simulations to
capture when the bubbles begin to lift-off the surface.

6.3 Quenching Component

The quenching component in this new model captures the heat transfer associated with bringing the dry
area of the bubble on the heater back to the wall superheat and temperature distribution prior bubble in-
ception. Therefore, the quenching term becomes a function of the material properties of the heated surface.
This is appropriate because the quenching component can capture the influence of the type of heated mate-
rial on the heat transfer coefficient. This has been observed experimentally when the wall thermal capacity
was seen to be an important correlating parameter. For example, the Klimenko correlation was developed
to incorporate the wall thermal conductivity for prediction of the heat transfer coefficient [100].

The quenching component is employed when a bubble departs from its nucleation site and is depicted in
Figure 6.9. The quenching heat flux is shown in (6.27) where pj, is the density of the heater material, ¢,
is the specific heat capacity of the heater, AT}, is the average temperature difference between the hot spot
on the heater and the surrounding wall temperature in the bubble location, and Vj is the volume of heater
material contained in the hot spot and is given in (6.28). The volume of the hot spot is assumed to be of
hemispherical shape that has the same diameter as the dry area. The dry area is assumed to have half the
radius of the bubble because the microlayer evaporation is assumed to occur out to half the radius of the
bubble as was shown through experimental work [11, 16, 101]. Experimental data by Gerardi et al. [16]
provided evidence to approximate AT}, as 2 K, and a sensitivity study was completed on this value and
detailed in Section 11.

q;/ = pthhATthfNH (627)
2 Ddr s
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Figure 6.9. Illustration of bubble growth on a heater and the area of the bubble that is involved in the
quenching heat flux component.

6.4 Evaporation Component

The evaporation term is calculated by capturing the physical phenomena of the rapid initial bubble growth
and the microlayer evaporation and is shown in (6.29). The initial bubble growth (¢ ;,,;;) is calculated as
shown in (6.30). The microlayer evaporation location is illustrated in Figure 6.10.

4¢ = 4 init T 4emr (6.29)
7 4 Dg ° "
9e init = gﬂ- 7 thfng (630)
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Figure 6.10. Illustration of microlayer evaporation and condensation on a bubble attached to a heated wall.

A closer look at the bubble microlayer is shown in Figure 6.11. The volume of the microlayer (V;,r) is
calculated by assuming the microlayer has a maximum thickness (,,4,) that decreases linearly to zero at
the center of the bubble and is shown in (6.31). It is assumed that the entire microlayer evaporates for each
bubble. The calculation for the microlayer (g ,,;) component is given in (6.32). The value used for the
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radius of the microlayer is half the radius of the bubble, as was shown by experiments by Gerardi [14]. The
maximum microlayer thickness is .., = 2pm, which is a typical value for bubble microlayer thickness
approximation [102]. A discussion on the sensitivity of this maximum microlayer thickness is included in
Section 11.

2 (Dg\>
VmL - §7T <4> (;max (631)
qé’)mL = VmLpfhfngN (6.32)

Nucleation
Site

Figure 6.11. Depiction of the microlayer showing the maximum thickness.
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7 Bubble Tracking, Merging, and Dry Surface Area

The number of bubbles on the heated surface at a given point in time is tracked to determine the amount of
dry surface area on the heater. This may be a key factor in future testing for prediction of the critical heat
flux since CHF is recognized by large patches of dry areas on the heated surface [11].

Experiments have shown that the solid-liquid-vapor triple contact line is highly irregular and dynamic
during nucleate boiling [11]. The liquid menisci advance into and retreat from the dry patches as a function
of time, due to the effects of bubble nucleation, liquid inertia (sloshing), capillary forces (surface tension)
and recoil forces (evaporation). The wetted area fraction, (1 — Sgry), can have large fluctuations and this
is sufficient to sustain a very high heat flux without experiencing CHF because no point on the surface is
permanently dry due to liquid sloshing.

Bubbles can merge on the heater prior to departure from the surface. A statistical bubble merging tracking
method was developed and implemented by calculating the probability that bubbles merge while on the
heater surface. It employs the same CSR methods as the nucleation site density limiting approach, which
assumes that bubbles are randomly distributed on the heater surface. The nearest-neighbor method was
used to determine the probability of one bubble center being within one bubble diameter of another bubble
center (see Figure 7.1).

Nucleation Sites

Dgq

Figure 7.1. lllustration of the maximum distance between two bubble centers that allows for bubble merg-
ing.

Given the bubble departure size and the active nucleation site density at a given point in time (N, =
ftyN"), the probability that a bubble will merge with its nearest neighbor is given by (7.1). This assumes
that to merge, the bubbles must physically touch. An example of bubbles that would merge on the heated
surface is depicted in Figure 7.2. The number of bubbles that merge indicates how the dry surface patches
are distributed and their size. To calculate the amount of dry surface area, it is assumed that the dry areas of
the merged bubbles also merge. Therefore, the fraction of dry surface area of the heater (S;,,) is calculated
as shown in (7.2) where A4, and A, are the total dry and heater areas respectively.

P=1-¢ N/mDa) (7.1)
Agy Dy \?

Sdry = ALhy = Né/Tr (;) (7-2)
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Figure 7.2. Illustration of two bubbles circled in red that would merge on the heated surface.
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8 Model Implementation in STAR-CCM+ Software

8.1 User Code External Routine

The new boiling model is coded in C programming language on a Linux OS machine in files outside of
the STAR-CCM+ software. Each subroutine is linked to STAR-CCM+ by user libraries that are compiled
from the subroutines. Four files are used to build each library: uclib.h, uclib.c, ucmodels.h, and ucmodels.c,
which are included in Appendix A. The file uclib.h defines the registration of the variables that will be
used. The file uclib.c registers the application-specific variables for the usercode that will be shared with the
remaining two files. The ucmodels.h file calls the variables specified from the simulation so that they may
be implemented. The ucmodels.c file contains the coded model that uses the variables from the simulation,
and returns the final value that can be used in the simulation. The force-balance bubble departure diameter
model is also implemented through a user code.

8.2 Linkage to Software

The standard EMP baseline models are activated for the boiling simulations. The new boiling model is im-
plemented through the heated region boundary. Under the Liquid and Phase Interaction phase conditions,
the user wall heat flux coefficient specification is set to “specified.” This allows the heat flux relationship
at the wall to be controlled. Under the physics values, the boiling model is implemented through the A,
B, and C coefficients. These coefficients are used in the linearized wall heat flux equation shown in (8.1),
where ¢/ is the heat flux applied to the wall. The equation given by (8.1) is employed for both (1) the
heat transfer to the liquid phase that does not result in a phase change and will be referred to as the liquid
coefficients, and (2) the heat transfer that is associated with the phase change from liquid to vapor that is
referred to as the phase interaction coefficients.

¢! = A+ BT, +CT, (8.1)

The model is coded such that all components multiplied by the liquid temperature are included in the
coefficient B and all components that are multiplied by the wall temperature are included in coefficient C.
All remaining heat transfer components to the liquid that are not explicitly dependent on the liquid or wall
temperature are included in coefficient A.

The quenching and microlayer evaporation components are included in the liquid coefficient A and are set
equal to zero if the wall temperature is not greater than the saturation temperature. Since coefficient A is not
multiplied by a temperature, the units are simply that of the heat flux [W/m?]. Therefore, the calculation
for liquid coefficient A is shown in (8.2) where ¢ and q;,,; are calculated as shown (6.27) and (6.32).

A= —(qf +dmz) (8.2)

The forced convection and sliding conduction terms are included in the liquid coefficients B and C. The
units of both coefficients B and C are [W/m?-K] and they can be described as heat transfer coefficients.
Therefore, coefficient B is calculated as is shown in (8.3) where h,, is the heat transfer coefficient associated
with the sliding conduction term and is shown in (8.4). The liquid coefficient C' is shown in (8.5).

B =h+ hye (8.3)
2k, .
hge = at* fN'™* 4
\/77777& 1it"f (8.4)
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C = —(hoe + hye) (8.5)

The sliding conduction term only acts on the surface area under the influence of the bubbles, while the
forced convection term acts on the remaining surface area. hy. is calculated by using the internal B liquid
coefficient from the simulation, represented by h;, and is shown in (8.6). The forced convection over the
heater area unaffected by bubbles is captured in h .1, which is shown in (8.7), and /s represents the forced
convection term that occurs over the sliding conduction area for the time in which the forced convection
heat transfer coefficient is greater than the sliding conduction heat transfer coefficient and is shown in
(8.8).

hfc = hfcl + hch (86)
hfcl = h(,(l.O — Kquench)(l.o — aslN”*) (87)
hfcg = hb(lo — Kquench)aslN”*(l-O — ft*) (88)

The initial bubble inception evaporation term is included through the phase interaction coefficient A, which
also has the units of [W/m?] and is shown in (8.9). There are no components associated with the phase
change that include an explicit dependence on the wall or liquid temperatures, so both the phase interaction
coefficients B and C are equal to zero.

_ 4 Dy ° "
A=— [3” <2> poho N ] (8.9)

8.3 Field Functions

The STAR-CCM+ software has another method to implement initial conditions or boundary values through
the use of field functions. In this work, user defined field functions were used to implement the nucleation
site density (IN”), the equivalent sand-grain roughness height to be used in the rough wall surface specifi-
cation (r), and to calculate the fraction of dry surface area (S4,).

The active nucleation site density was implemented through a field function to increase the stability of
the simulation. The Hibiki-Ishii nucleation site density model was implemented as only a function of the
wall superheat by creating an exponential curve that was specific for the pressure and the contact angle
associated with each test case. The equivalent sand-grain roughness height was calculated as shown in
(8.10). This field function was then selected as the roughness height for the rough wall surface specification.
The fraction of dry surface area was calculated as shown in (7.2).

5 (Dg\*
r=gm <2) N/ (8.10)

The angle of the test section is a required input for the bubble departure and lift-off diameter predictions
described in Section 9. To calculate the angle, a field function was created based on the direction of the
gravity force in the simulation. First, a field function was created that defined the gravity vector in the x,
y, and z-directions. An example of the gravity vector for a vertical upflow test section is shown in (8.11).
The angle of the test section was then calculated using the direction of the wall normal and the direction of
gravity. The code for these field functions is provided in Appendix B.
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g=1[0,0,—9.81] (8.11)
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9 Mechanistic Force-Balance Models

Force-balance models are used to predict both the departure diameter from the nucleation site and also the
lift-off diameter from the surface. Many of the calculations for the heat flux partitioning are dependent
on the bubble departure and lift-off diameters so these values are of high importance for the model. As
a result, a mechanistic force-balance model based on the work by Sugrue et al. [23] is implemented in
the code that modifies the original force-balance by Klausner et al. [87] and Zeng et al. [20] and the CFD
implemented version by Yun et al. [80, 103]. This revised model by Sugrue was built by systematically
investigating experimental data of bubble departure diameters over a range of mass fluxes, test section
angle orientations, pressures, and subcoolings. Another force-balance model proposed by Situ et al. [15]
and tested also by Khanlou et al. [27] incorporates the specific physical phenomena of a sliding bubble to
better predict the lift-off diameter.

9.1 Bubble Departure Diameter

The mechanistic bubble departure model based on the work by Klausner et al. [87] and recently improved
by Sugrue et al. [23] for flow boiling employs a summation of all the forces acting both parallel and per-
pendicular to a bubble on a heated surface. Once the summation of one of these forces is greater than zero,
the bubble either lifts-off the heater (net force greater than zero perpendicular to heater) or slides (net force
greater than zero tangential to heater). Figure 9.1 illustrates the forces calculated. This model is employed
to predict the bubble diameter when the bubble leaves its nucleation site. If the sum of the forces in the
y-direction are greater than zero (implemented in the code as ©F,, > 1075 to account for computational er-
ror) before the x-direction, then no sliding occurs. If the sum of the forces in the x-direction are greater than
zero (XF, > 107!%) before the y-direction, then the bubble slides along the heater surface until it reaches
the lift-off diameter predicted by the model by Situ et al.

The summation of the forces acting on the bubble are calculated with a dependence on the orientation
of the heater, and the equations are shown in (9.1) and (9.2) for the x- and y-directions respectively. The
orientation angle of the heater surface is represented by ¥, and ¢ is the inclination angle representing the
direction of bubble growth with respect to the y-axis (a constant of 7 /18 is implemented). The summation
in the x-direction includes the surface tension force (Fi,), the quasi-steady drag force (Fy;), the buoyancy
force (F}), and the unsteady drag force (Fy,,). The summation in the y-direction includes the surface tension
force (Fs,), the shear lift force (1), the buoyancy force, the hydrodynamic pressure force (#},), the contact
pressure force (F,,), and the unsteady drag force.

SF, = Fup + Fyy — Fysin®) + Fy, sin¢ 9.1)

YFy=Fsy+ Fs, — Fycos¥ — Fp, + F,p + Fyy cos ¢ ©2)

The surface tension forces are dependent on the advancing («) and receding (/) contact angles of the sys-
tem (in radians) and are shown in (9.3) and (9.4) for the x- and y-directions respectively. The bubble foot
diameter captures the surface contact diameter of the bubble and is represented by d,, and is calculated as
shown in (9.5).

Fyp = —1.25d,0 2”(0(‘&_ o )ﬁ)2 9.3)
Fy = dwaﬁ[cos B — cosa] 9.4)
dy = 0.025D, (9.5)
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FLOW

Figure 9.1. Illustration of the forces acting on a bubble in subcooled flow boiling. Figure provided by
Rosemary Sugrue.

The bubble foot diameter on the heated surface was improved in the model by Sugrue et al. Klausner first
suggested a constant value of 0.09 mm based on his experimental data using R113. Yun et al. [80] improved
the model to account for a smaller bubble foot diameter that is present in high pressure and water and steam
flows. The bubble departure diameter is strongly dependent on the bubble contact diameter, so Yun defined
d,, to be a fraction of the bubble departure diameter that was given by (9.6). After further investigation by
Sugrue, the bubble foot diameter was modified as that shown in (9.5).

dy 1
D, 15 (9.6)
For the turbulent flow conditions investigated, the dominant component of the unsteady drag is the quasi-
steady drag force [87]. The expression was developed assuming an unbounded uniform flow over a spher-
ical bubble and is shown in (9.7). The kinematic viscosity (1) is calculated as p;/p;. The constant n is set
equal to 0.65. The instantaneous bubble radius is given by R.

n —1/n
12 .
() somer] ] o

The flow velocity (U) is shown in (9.8) and is taken to be the fluid velocity at the center of the bubble.
Therefore, U is given as a function of the distance (y) from the wall. The time-averaged velocity profile
is used because the evaluation is being completed for the mean bubble departure diameter. The time-
averaged velocity near the wall is assumed to follow the turbulent single-phase relations given by Hinze
[104]. The calculation of the bubble Reynolds number (Rey,) employs this flow velocity and is calculated as
shown in (6.17). The constants &, x, and c are set as 0.4, 11, and 7.4 respectively.

2
Fys = 6myipUR 3 +
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u*

Ul(y) _ 1 In (1 + my+) +e |:1 — exp <_y+> — ﬂ exp (—O.33y+)] 9.8)
K X X

The buoyancy force may act in either or both the x- and y-directions depending on the angle of the test-
section and is shown in (9.9).

4
Fy= gmB (o= p) g 9.9)

The hydrodynamic force is estimated considering the bubble is a sphere in an unbounded flow field [87]
and is shown in (9.10). Due to the symmetry over the majority of the bubble surface, the hydrodynamic
force is defined by the pressure on the top of the bubble over an area wd2, /4.

9 wd?
Fy, = —pU?—2 1
h=gnU (9.10)

The contact pressure force, shown in (9.11), is due to the pressure difference between the inside and outside
of the bubble at the reference point over the contact area. It is dependent on the radius of curvature, and
r, is the radius of curvature of the bubble at the reference point on the surface. An estimation of 7. = 5R
proposed by Klausner [87] is used.

nd2 20
Fop= =3 9.11)
Since there is not an expression for the shear lift force on a bubble attached to a wall, the shear lift force
is formulated using an expression for the shear lift on a spherical bubble in an unbounded flow field [105]
and is shown in (9.12). This was combined with the results for the shear lift force on a bubble in the inviscid
flow limit with small shear rate [106] and interpolated to estimate the shear lift force over a large range of
Reynolds numbers. The dimensionless shear rate (G) is given in (9.13).

1
Fyr = §plU27rR2

47 1/4
3.877G1/? [Re,;2+ (0.344G;/2) } ] 9.12)

dU| R
G, =|—| = 9.13
‘dy’U ©-13)

The unsteady force due to asymmetrical bubble growth is caused by the formation of the bubble on the
heated surface and its distorted shape due to the flow. The calculation is dependent on the inclination
angle for the x- and y-components and is shown in (9.14).

Fy, = —pmR? (RR + ‘;’R‘Z) (9.14)
The force is also dependent on the growth rate of the bubble. The original Klausner model used an expres-
sion developed to predict the time rate of change for the radius of a spherical growing vapor bubble at a
wall that was developed by Mikic et al. [107] and is shown in (9.15). The definitions for t*, A, and B are
shown in (9.16), (9.17), and (9.18) respectively. The unsteady force is also dependent on the first (R) and
second (R) time derivatives of the growth rate.
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2 B? 3/2 3/2
R(t) = 5= [+ )" = ()7 1] 9.15)
A%t
tt=22- 9.16
— 9:16)
1/2
A= [”hfgvaTS“P] (9.17)
7 plTsat
12 1Y% ATy,
B = [m} 22 supCplPL (9.18)
7T hygpu

The improved bubble departure model by Sugrue employs the bubble growth model by Zuber [79], which
is the same bubble growth model used by Yun [80] without the subcooling component and is shown in
(9.19). The asphericity of the bubble is captured by using the constant b = 1.56. To be consistent with
the development of the model by Sugrue et al., the wall superheat used to calculate the Ja number in the
bubble growth model is held constant at 3 K for all test cases. The dominant forces are typically the shear
lift, buoyancy, and surface tension forces, so the constant wall superheat assumption is acceptable in most
cases.

R(t) = j’%Jam (9.19)

9.2 Bubble Lift-off Diameter

When a bubble is sliding, the forces acting on the bubble are different from the model by Sugrue et al.
[23] where the bubble is static on the heater surface. At the moment of lift-off, the surface tension, hydro-
dynamic, and contact pressure forces for the bubble can be neglected because the bubble foot diameter is
essentially zero. Additionally, it has been shown that the inclination angle goes to zero when the bubble
slides, so the unsteady growth force is normal to the flow direction. The competing forces to predict the
lift-off diameter were formulated to depend on the orientation of the heater [15, 27] and is shown in (9.20)
and illustrated in Figure 9.2.

YF, = Fgy + F}; — Fycos?¥ (9.20)

The shear lift force (F,) is different from that calculated for the static bubble because the relative velocity
between the bubble and surrounding fluid is no longer simply the liquid velocity at the center of the bubble.
The relative velocity is calculated assuming the bubble flows at the same velocity as the fluid near the wall.
Then the relative velocity is the difference between the velocity near the wall (at a distance of y = R) and
the liquid velocity of the bulk flow. The force balance lift-off formulation is also similar to an approach
developed by Zeng et al. [20] for horizontal flow boiling. A force balance analysis by Yeoh and Tu [43] also
showed that the bubble is governed by the growth force and shear lift force at the instant of lift-off. The
lift-off diameter is provided by the model when the summation of the forces is greater than zero.

9.3 Bubble Departure Frequency

A study was completed of available bubble departure frequency models to determine the most appropriate
for the new boiling model. The more traditional models are highly dependent on the bubble departure
diameter, such as Cole [39], Ivey [108], Stephan [109], and Jakob [110].
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FLOW

Figure 9.2. Illustration of the forces acting on a bubble in subcooled flow boiling.

The Cole bubble departure frequency correlation was derived assuming a balance between buoyancy and
drag, with the drag coefficient constant, for pool nucleate boiling and is shown in (3.30). This is the most
commonly employed frequency model in CFD simulations. The frequency model by Ivey was developed
to be used for coalesced bubbles and is shown in (9.21).

— 9
f=09,/%- (9.21)

The frequency model by Stephan includes the effect of surface tension and was developed for pool boiling
and is shown in (9.22). It can also be used for low-pressure subcooled flow boiling cases. Jakob’s frequency
model, shown in (9.23), was derived for pool boiling assuming that the wait time was equivalent to the
growth time.

-~ l g 4o

f= 7T\/ 5 <Dd + o Dd> (9.22)

F =059 o9 (o —po) | (9.23)
' pi D} '

The more recent mechanistic approach to model the bubble departure frequency employs the bubble ebul-
lition cycle where f = 1/ (t,, + t4). Models that employ this method include Han and Griffith [111], Basu
[92], and Yeoh and Tu [43]. Han and Griffith analytically solve for the waiting time, as shown in (9.24), and
then assume that ¢,, = 3¢, to solve for the frequency. An approximation for the minimum critical cavity
radius that is used in this model is shown in (9.25).
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b= 9 (Tw — Tint) Re,approx (9.24)
dra Tw — Tsat [1 + (2U/Rc,appTOnghf9)]
20T sat (9.25)

Rc appror — 1 A~
o PghpgATsup

The correlation developed by Basu calculates both the wait time (9.26) and and growth time (9.27) to deter-
mine the frequency [40]. The subcooling Jakob number is calculated as shown (9.28).

—4.1
tw = 139.1 (ATSW ) (9.26)
D}
= 45exp (—0.02]ag, 9.27
oot exp ( Asub) 9.27)
AT,
Jasub = PLC! sub (928)
polipg

The frequency model developed by Yeoh and Tu is similar to the derivation by Han and Griffiths, but it
adds an additional parameter that is dependent on the bubble contact angle. The wait time calculation
is given in (9.29) where C; and C; are shown in (9.30) and (9.31) respectively. The recommendation for
the calculation for the growth time is to use an appropriate bubble growth model for the conditions being
simulated.

1 (Tw - ﬂ) RCCI
tyw = — 9.29
™ (Tw - Tsat) - 20Tsat/02chghfg ( )
Cy = (1+cosf)/sinb (9.30)
Cy=1/sinf (9.31)

A new bubble departure frequency was developed based on the Yeoh and Tu [43] model. The growth time is
calculated using the same bubble growth equation that is used in the force-balance bubble departure model
which is Zuber’s model [79]. When the bubble departure diameter is known through the force-balance
prediction, the growth time is calculated as shown in (5.13).

The wait time is calculated using the fractal model developed by Yeoh and Tu [43] given in (9.29). The new
frequency model uses the approximate value for the minimum critical radius given in (9.25). Although this
new frequency model has the advantage of being formulated mechanistically, it was not implemented in
the new boiling model simulations because calculations involving the factor fN” were not accurate since
the nucleation site density models were not developed with the frequency model. Additionally, implemen-
tation of more detailed and mechanistic frequency models into the CFD software caused great difficulty
in obtaining converged results. Therefore, the Cole (1960) bubble departure frequency model was imple-
mented in the new boiling model because it is the most numerically stable frequency model, and also
predicts values that compare reasonably well to experimental data.
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CHAPTER THREE: TESTING AND VALIDATION OF NEW MODEL

10 Model Validation

The wall temperature predictions by the new boiling model (Gilman 2014) described in Chapter 2 is com-
pared to both experimental data and the standard wall boiling model predictions. The standard model used
for comparison employs the heat partitioning approach by Kurul and Podowski (1990) [53] and the closure
models as described in Section 3.3. The new model has improved description of the physical phenomena
that occur at the wall during subcooled boiling so that it can more accurately predict the wall surface tem-
perature. Experimental data is used to compare the wall temperature predictions of both models at various
pressures, mass fluxes, heat fluxes, and inlet subcoolings.

10.1 Comparison with MIT Flow Boiling Facility Data

The MIT Flow Boiling Facility described in Section 2.4 collected high-quality temperature data of the heated
surface using IR thermography. The temperature of the heated surface was averaged over an area of ~6
mm wide and ~5 mm tall centered on the heater.

For each test case, the full geometry was built in the STAR-CCM+ CAD by extruding a shortened geometry
in the direction of the flow. The original CAD is shown in Figure 10.1, with the length in the z-direction
being 220 mm. The meshing models used included the prism layer mesher, surface remesher, trimmer, and
extruder. The mesh was extruded in the negative z-direction using 200 layers, a stretching value of 1.0, and
a distance of 965.2 mm. The final extruded geometry is shown in Figure 10.2.

— Heater

Heater

Flow

Figure 10.1. Original CAD geometry of the quartz cell ‘zy_g
region.

Figure 10.2. Full geometry (after extrusion) showing
the vertical upflow position.

A constant velocity calculated from the experimental mass flux was imposed at the inlet of the full channel.
The velocity profile at the quartz cell entrance, for the x-,y-, and z-directions, was exported and saved to
be used as the velocity inlet boundary condition on a shortened geometry. A new geometry was then
built that only included the quartz cell region to reduce the number of computational cells in the geometry.
The inlet temperature, which defines the inlet subcooling, was imposed at the inlet boundary. Every test
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case imposed a constant pressure outlet boundary condition. Also at the outlet, the backflow direction
specification was set to boundary-normal, the pressure specification was set as environmental, and the
volume fraction specification imposed was pure liquid.

The constant density EMP standard wall boiling models as described in Section 3.3 were implemented in all
test cases. In the testing of the new wall boiling model, the mechanistic bubble departure diameter model
was used in place of the Tolubinsky-Kostanchuk model. The advancing and receding contact angles used
in the bubble departure models are those for water on ITO and are 100° and 25° respectively [44]. Also,
in the new model, the rough wall model was implemented instead of the smooth wall model to properly
capture the increased turbulence near the wall caused by the presence of the bubbles. The properties of
the heater used in the calculation of the quenching component were 6800 kg/m? for the density and 500
J/kg-K for the specific heat [112]. All thermophysical properties of the fluids implemented in the test cases
were gathered from the National Institute of Standards and Technology (NIST) [113].

10.1.1 Wall Temperature Predictions at 1.05 Bar

The new wall boiling model was tested at atmospheric pressure for mass fluxes of 500, 1000, and 1250
kg/m?-s, which corresponds to Reynolds numbers of 2.5x10?, 5.0x10%, and 6.3x10*. All cases were tested
with an inlet subcooling of 10 K.

Due to the instability of the simulations while using the Hibiki-Ishii nucleation site density model that is
available in the STAR-CCM+ software, an exponential curve was fitted for the given pressure conditions
and bubble contact angle and implemented in both the Gilman and Kurul-Podowski models. The static
contact angle used for water on the ITO heater was 100° [45]. The implementation of the nucleation site
density through a field function allowed for the user to impose a relaxation factor to aid in convergence.
The nucleation site density curve implemented in the test cases run at a pressure of 1.05 bar is shown in
(10.1). The nucleation site density calculation was relaxed as shown in (10.2), where N}’ represents the
nucleation site density based on the current iteration wall superheat and N{ represents the nucleation site
density based on the previous iteration wall superheat. The relaxation factor (RF') was typically set to a
value of 0.10 and was adjusted to aid in convergence if required for the simulation.

N" = ~19906.7 (1 - eOQO%?Ava) (10.1)

N{' = RF (N} — N§) + Ny (10.2)

A monitor was used in the STAR-CCM+ simulation file to save the nucleation site density value from the
previous iteration (/Ny/). The new field mean monitor was was set to trigger at each iteration. A sliding win-
dow was implemented with the sliding sample window size equal to one. The field function "Nucleation
Site Number Density” was selected for the heater region. This field monitor produced a new field function
titled “Mean of Nucleation Site Number Density” which contained the nucleation site density value from
the previous iteration.

To ensure that the velocity profile near the wall was accurately modeled, the wall y* values were inspected
to confirm they were in the range of 30-50. Since the velocity profile varies for each imposed mass flux, the
cell sizes (in particular the prism layer) were defined for each mass flux to satisfy the criteria required for
proper use of the turbulence models.

Mass flux of 500 kg/m?-s

For the test case with a mass flux of 500 kg/m?-s (0.52 m/s), the cell sizes used for meshing the quartz
region geometry are shown in Table 10.1. In a region of 50 mm in length, and centered over the heater area,
a volumetric mesh control was implemented to reduce the cell size by half in the y-direction (the direction
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normal to the wall) since this is the region where boiling will occur. A cross-section of the mesh at the center
of the heater is shown in Figure 10.3.

Table 10.1. Meshing values used for the MIT Flow Boiling Facility test cases that have a mass flux of 500
kg/m?-s.

Parameter Value

Base size 0.9 mm

Maximum cell size (relative to base) 100%

Number of prism layers 1
Prism layer thickness 0.9 mm
Surface growth rate 13
Template growth rate Fast

Figure 10.3. Cross-section of the volume mesh at the center of the heater for the MIT Flow Boiling Facility
test cases that have a mass flux of 500 kg/ m?2-s.

The value for the wall y* for the converged velocity solution for the test cases with a mass flux of 500
kg/m?-s is ~43 and is shown in Figure 10.4. This value for the wall y* ensures that first cell on the wall
boundary is the proper size for modeling the velocity profile using the standard k-¢ turbulence model.

The experimental data for a mass flux of 500 kg/m?-s and an inlet subcooling of 10K was taken for heat
fluxes of 100-1000 kW/m? and the heater temperature was averaged over the center of the heater. The
standard set of models (Kurul-Podowski) were implemented and the wall temperature prediction for heat
fluxes of 100-900 kW /m? are shown in Figure 10.5. The simulation using the standard wall boiling models
did not converge at a heat flux of 1000 kW/m?. The new model (Gilman) was implemented for heat fluxes
of 100-1000 kW /m? and the averaged heater temperatures are also compared to the experimental data in
Figure 10.5.

The results shown in Figure 10.5 illustrate that both the Kurul-Podowski and Gilman model predict the wall
temperatures fairly accurately for the test conditions at 1.05 bar. Both models overpredict the temperature
(~2-7 K) at lower heat fluxes (below 500 kW/m?), with the Gilman model being slightly closer to the
experimental data. The overprediction of the wall temperature at low heat fluxes may be caused by the
shape of the Hibiki-Ishii active nucleation site density curve because it provides very low values of active
sites at lower wall superheats. When there are less active nucleation sites, the heat is removed less efficiently
from the surface, resulting in higher wall temperatures. Above 500 kW/m?, the Gilman model remains
within the experimental error.
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Figure 10.4. Wall y* values on the heater region for the MIT Flow Boiling test cases that have a mass flux

of 500 kg/m?-s.
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Figure 10.5. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 500 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 1.05 bar.
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Dry Surface Area

The dry surface area was calculated as described in Section 7 for all heat fluxes in the test case with a mass
flux of 500 kg/m?-s and inlet subcooling of 10 K. The percent of heater surface dry area is shown in Table
10.2 and illustrates the steady increase in dry surface area as the heat flux increases. The calculation of the
dry area is also highly dependent on the bubble departure size.

Table 10.2. The fraction of dry surface area for a mass flux of 500 kg/m?-s, inlet subcooling of 10 K, and
pressure of 1.05 bar.

Heat Flux [kW/m?] Dry Surface

100 0.005%
200 0.03%
300 0.07%
400 0.09%
500 0.24%
600 0.34%
700 0.44%
800 0.56%
900 0.81%
1000 1.10%

Contribution of Components in New Heat Partitioning Model

The significance of each partitioned component of the model in the overall heat removal from the surface
was investigated by calculating the contribution of each component at all heat fluxes used to produce the
boiling curve and the results are shown in Figure 10.6. These results show that the forced convection and
sliding conduction components compete for the greatest effect on heat removal. It is important to note here
that the sliding conduction component includes all heat transfer associated with disturbance of the thermal
boundary layer in addition to that caused by sliding bubbles.

The forced convection component starts as the largest component and then decreases to about zero at the
highest heat flux. This is expected since the bubble influence on the heater increases as the active nucleation
site density increases. Since the bulk liquid remains subcooled at all heat fluxes, the transient (sliding) con-
duction component becomes the highest mode of heat transfer as the heat flux increases. The evaporation
and quenching components increase steadily as the active nucleation site density increases with the wall
temperature. At a heat flux of 1000 kW /m?, the evaporation component makes removes ~8% of the total
heat flux. The evaporation component is highly dependent on the bubble departure diameter prediction,
so the modification of the mechanistic bubble departure diameter model used in the study to include a de-
pendence on the wall superheat could result in the components’ contributions shifting as the bubble sizes
change with the wall superheat.

Mass flux of 1000 kg/m?-s

The cell sizes used for meshing the quartz region geometry are shown in Table 10.3 for the test cases that
have a mass flux of 1000 kg/m?-s (1.05 m/s). A volumetric control was used in the heater area to reduce
the cell size by half in the y-direction. A cross-section of the mesh at the center of the heater is shown in
Figure 10.7. The value for the wall y* in the converged velocity solution is ~40 and is shown in Figure 10.8.
This wall y* value ensures that the prism layer is the proper size.

The experimental data for a mass flux of 1000 kg/ m2-s was taken for heat fluxes of 200-1200 kW /m?2. The
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Figure 10.6. The fraction of the total heat flux removed by each component in the new model’s heat parti-
tioning model at a mass flux of 500 kg/m?-s, 10 K subcooling, and a pressure of 1.05 bar.

Table 10.3. Meshing values used for the MIT Flow Boiling Facility test cases that have a mass flux of 1000

kg/m?-s.
Parameter Value
Base size 0.9 mm
Maximum cell size (relative to base) 100%
Number of prism layers 2
Prism layer thickness 0.9 mm
Thickness of Near Wall Prism Layer 0.6 mm
Surface growth rate 1.3
Template growth rate Fast

Figure 10.7. Cross-section of the volume mesh at the center of the heater for the MIT Flow Boiling Facility

test cases that have a mass flux of 1000 kg/ m2-s.
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Figure 10.8. Wall y* values on the heater region for the MIT Flow Boiling test cases that have a mass flux
of 1000 kg/m?-s.

average heater temperatures of the experiment are shown in Figure 10.9. The standard wall boiling models
were implemented to calculate the wall temperature for heat fluxes of 200-900 kW/m? and the averaged
heater temperatures are also shown in Figure 10.9. The test cases using the standard wall boiling models
did not converge for heat fluxes greater than 900 kW/m?. The new model was implemented and tested
using heat fluxes of 200-1200 kW /m?. The averaged heater temperatures are compared to the experimental
data and the standard model predictions in Figure 10.9.

—a— Experiment
—e— Kurul-Podowski (1990)
1200 —4— Gilman (2014)
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200 +

Wall Superheat (K)

Figure 10.9. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1000 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 1.05 bar.

The results shown in Figure 10.9 for a mass flux of 1000 kg/m?-s have a similar trend to the temperature
predictions for a mass flux of 500 kg/m?-s. At lower heat fluxes, below 500 kW /m?, both models over-
predict the wall temperature by ~2-7 K. This is again likely caused by the active nucleation site density
predictions of the Hibiki-Ishii model. As the heat flux increases, the Gilman model is closer to the experi-
mental results and the Kurul-Podowski model begins to deviate from the shape of the boiling curve until it
no longer converges to a solution at a heat flux of 1000 kW / m2.
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Mass flux of 1250 kg/m?-s

The cell sizes used for meshing the quartz region geometry for the test cases that have a mass flux of 1250
kg/ m?2-s (1.29 m/s) are shown in Table 10.4. A volumetric mesh control was also used to reduce the cell
size by half in the y-direction in the area around the heater. A cross-section of the mesh at the center of
the heater is shown in Figure 10.10. The value for the wall y* for the converged velocity solution is ~43 is
shown in Figure 10.11 to illustrate that the prism layer is the correct size.

Table 10.4. Meshing values used for the MIT Flow Boiling Facility test cases that have a mass flux of 1250
kg/m?-s.

Parameter Value

Base size 0.9 mm

Maximum cell size (relative to base) 100%

Number of prism layers 2

Prism layer thickness 0.8 mm
Thickness of Near Wall Prism Layer 0.45 mm
Surface growth rate 1.3
Template growth rate Fast

Figure 10.10. Cross-section of the volume mesh at the center of the heater for the MIT Flow Boiling Facility
test cases that have a mass flux of 1250 kg/ m2-s.

The experimental data for a mass flux of 1250 kg/m?-s was also taken for heat fluxes ranging from 200-
1200 kW/m? at a pressure of 1.05 bar. The standard wall boiling models were implemented to calculate the
wall temperature for heat fluxes of 200-1000 kW /m? and the averaged temperature of the heater is shown
in Figure 10.12. The simulations using the standard wall boiling models did not converge for heat fluxes
greater than 1000 kW/m?. The new model was also implemented and tested with heat fluxes of 200-1200
kW/m?. The averaged heater temperatures are shown in Figure 10.12 and compared to the experimental
data and the standard model predictions.

The results for the mass flux of 1250 kg/m?-s shown in Figure 10.12 continue the temperature trends as
described for the mass fluxes of 500 and 1000 kg/ m?-s. At lower heat fluxes (below 600 kW /m?), the tem-
peratures are slightly overpredicted by both models (~1-6 K). At higher heat fluxes, both models begin to
underpredict the wall temperatures. This may be caused by the inability of the Hibiki-Ishii nucleation site
density model to account for the effect of the increased mass flux that reduces the number of active nu-
cleation sites. The reduction of active nucleation sites would result in higher wall temperature predictions
since less boiling and bubble disturbance of the thermal boundary layer would occur. The Gilman model
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Figure 10.11. Wall y* values on the heater region for the MIT Flow Boiling test case with a mass flux of
1250 kg/m?-s.
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Figure 10.12. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1250 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 1.05 bar.
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more closely resembles the experimental boiling curve and the Kurul-Podowski model does not converge
at the highest heat fluxes.

10.1.2 Wall Temperature Predictions at 1.5 Bar

The new wall boiling model was tested at a pressure of 1.5 bar for mass fluxes of 500, 1000, and 1250 kg / m?-
s. The same geometry setup and mesh size for each mass flux as described in Section 10.1.1 was used. All
cases were tested with an inlet subcooling of 10 K. A new nucleation site density exponential fit curve was
made using the Hibiki-Ishii correlation for a pressure of 1.5 bar and is shown in (10.3). The same relaxation
method as shown in (10.2) was implemented to aid in convergence.

N — —13558 (1 — 60‘24295%147) (10.3)

The average heater temperatures for the new (Gilman 2014) and the standard (Kurul-Podowski 1990) wall
boiling models versus the experimental data for a mass flux of 500 kg/m?-s and heat fluxes of 100-1400
kW /m? are shown in Figure 10.13. The standard model did not converge for heat fluxes greater than 1000
kW/m?2.
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Figure 10.13. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 500 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 1.5 bar.

The significance of each partitioned component of the model in the overall heat removal from the surface
was also investigated for a pressure of 1.5 bar and the results are shown in Figure 10.14. These results again
show that the forced convection and sliding convection components compete for the largest component
for heat removal. The forced convection component starts as the largest component and then decreases
quickly as the heat flux increases. Since the bulk liquid remains subcooled at all heat fluxes, the transient
conduction component becomes the highest mode of heat transfer as the heat flux increases. The evapo-
ration and quenching components increase steadily as the active nucleation site density increases with the
wall temperature and have a smaller contribution since the bubble departure diameter is smaller at higher
pressures.

The new and the standard wall boiling models temperature predictions were compared to the experimental
data for a mass flux of 1000 kg/ m2-s and heat fluxes of 100-1400 kW/m? in Figure 10.15. The standard
model was not able to converge for heat fluxes greater than 900 kW /m?.
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Figure 10.14. The fraction of the total heat flux removed by each component in the new model’s heat
partitioning model at a mass flux of 500 kg/m?-s, 10 K subcooling, and a pressure of 1.5 bar.
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Figure 10.15. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1000 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 1.5 bar.
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The temperature predictions for the new and standard wall boiling models versus the experimental data for
a mass flux of 1250 kg/m?-s and heat fluxes of 200-1600 kW /m? are shown in Figure 10.16. The standard
model was not able to converge for heat fluxes greater than 1100 kW /m?.
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Figure 10.16. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1250 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 1.5 bar.

The results for the three simulations shown in Figures 10.13, 10.15, and 10.16 display similar trends for
the wall temperature predictions. At lower heat fluxes both models predict the wall temperature fairly
accurately. The Gilman model is slightly closer to the experimental data at these low heat fluxes. The
Gilman model then begins to underpredict the temperatures as the heat flux increases, while the Kurul-
Podowski model tends to be closer to the experimental data (but does not converge at the highest heat
fluxes). The deviation of the Gilman model from the experimental data may be caused by the overprediction
of the bubble lift-off diameter. As the bubble lift-off diameter prediction becomes larger, the heat transfer
coefficient of the sliding conduction term, the evaporation term, and the quenching term increases, which
results in lower wall temperatures.

10.1.3 Wall Temperature Predictions at 2 Bar

The new wall boiling model was tested at a pressure of 2.0 bar for mass fluxes of 500, 1000, and 1250 kg / m?-
s. The same geometry setup and mesh size for each mass flux as described in Section 10.1.1 was used. All
cases were tested with inlet subcoolings of 5, 10, and 15 K. A new nucleation site density exponential fit
curve was made using the Hibiki-Ishii correlation for a pressure of 2.0 bar and is shown in (10.4). The same
relaxation method as shown in (10.2) was implemented to aid in convergence.

N = =091 (1 — 30108 s ) (10.4)

The average heater temperature predictions using the new (Gilman 2014) and standard (Kurul-Podowski
1990) wall boiling models were compared to the experimental data for a mass flux of 500 kg/m?-s and heat
fluxes of 100-1400 kW/m?. The results for inlet subcoolings of 5, 10, and 15 K are shown in Figures 10.17,
10.18, and 10.19 respectively. The standard model was not able to converge for heat fluxes greater than 800
kW /m? for an inlet subcooling of 5K, 1000 kW /m? for an inlet subcooling of 10K, and 1200 kW/m? for an
inlet subcooling of 15K.
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Figure 10.17. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 500 kg/m?-s, inlet subcooling of 5 K, and at a pressure of 2.0 bar.
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Figure 10.18. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 500 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 2.0 bar.

103
CASL-U-2014-0205-000



L. Gilman 10 MODEL VALIDATION

—a— Experiment

1400 —e— Kurul-Podowski (1990)
—4— Gilman (2014)
1200 ]
/
—~ /
g 1000
Z
= 800 -
X
3
Lo
+~ 600
©
()
T
400
200
0 T T T T T T 1
5 0 5 10 15 20 25 30

Wall Superheat (K)

Figure 10.19. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 500 kg/m?-s, inlet subcooling of 15 K, and at a pressure of 2.0 bar.

The new and standard wall boiling models average heater temperature predictions were compared to the
experimental data for a mass flux of 1000 kg/m?-s and heat fluxes of 200-1400 kW /m?. The results for inlet
subcoolings of 5, 10, and 15 K are shown in Figures 10.20, 10.21, and 10.22 respectively. The standard model
was not able to converge for heat fluxes greater than 600 kW /m? for an inlet subcooling of 5 K, 900 kW /m?
for an inlet subcooling of 10 K, and 1200 kW /m? for an inlet subcooling of 15 K.
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Figure 10.20. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1000 kg/m?-s, inlet subcooling of 5 K, and at a pressure of 2.0 bar.

The average heater temperature predictions for the new and standard wall boiling models were compared
to the experimental data for a mass flux of 1250 kg / m2-s and heat fluxes of 200-1600 kW /m?. The results for
inlet subcoolings of 5, 10, and 15K are shown in Figures 10.23, 10.24, and 10.25 respectively. The standard
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Figure 10.21. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1000 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 2.0 bar.
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Figure 10.22. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1000 kg/m?-s, inlet subcooling of 15 K, and at a pressure of 2.0 bar.
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model was not able to converge for heat fluxes greater than 800 kW/m? for an inlet subcooling of 5 K, 1300
kW /m? for an inlet subcooling of 10 K, and 1400 kW / m? for an inlet subcooling of 15 K.
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Figure 10.23. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1250 kg/m?-s, inlet subcooling of 5 K, and at a pressure of 2.0 bar.
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Figure 10.24. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1250 kg/m?-s, inlet subcooling of 10 K, and at a pressure of 2.0 bar.

Both the Gilman and Kurul-Podowski models overpredict the wall temperature at all heat fluxes for the test
cases that have an inlet subcooling of 5 K (results shown in Figures 10.17, 10.20, and 10.23). The shape of
the boiling curve predicted by the Gilman model is very similar to the experimental data, but the curve is
shifted to higher wall temperatures (to the right) by about 5-8 K for the mass fluxes of 500 and 1000 kg /m?-
s. The Gilman model overpredicts the wall temperatures of the test case with a mass flux of 1250 kg/m?-s

by about 3-5 K. In all three cases for a subcooling of 5 K, the Kurul-Podowski model overpredicts the wall
temperatures more than the Gilman model.
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Figure 10.25. Average heater temperature predictions for the experiment, Kurul-Podowski model, and
Gilman model for a mass flux of 1250 kg/m?-s, inlet subcooling of 15 K, and at a pressure of 2.0 bar.

The test cases with an inlet subcooling of 10 K (results are shown in Figures 10.18, 10.21, and 10.24) also
overpredict the wall temperatures for both models, but to a lesser extent as compared to the cases with
an inlet subcooling of 5 K. The simulations run using the Gilman model with mass fluxes of 500 and 1250
kg/m?-s overpredict the wall temperature by about 1-5 K. In both cases, the Kurul-Podowski model over-
predicts the wall temperature more than the Gilman model and does not converge at higher heat fluxes.
The Gilman model overpredicts the wall temperatures more for the mass flux of 1000 kg/m?-s case than
the other two cases. The Kurul-Podowski model predicts higher wall temperatures than the Gilman model
for this test case as well.

In the results for an inlet subcooling of 15 K (shown in Figures 10.19, 10.22, and 10.25), the Gilman model
overpredicts the wall temperature slightly at the low heat fluxes, and then matches the experimental data
very closely as the heat flux increases above about 600kW/m?. The Kurul-Podowski model overpredicts
the wall temperatures more than the Gilman model and does not converge at the highest heat fluxes.

10.2 Comparison with High Pressure Rohsenow Data

Although numerous experimental data is available at low pressure for subcooled boiling with water, many
experiments use refrigerants in place of water as the working fluid to simulate high pressure conditions.
A specific refrigerant and test conditions are chosen to capture the relevant thermal-hydraulic conditions
of interest. For example, the DEBORA tests [35] used Freon 12 because it is scaleable to typical PWR con-
ditions. Other experiments that have used refrigerants to simulate high pressure water conditions include
those by Hasan et al. [114] and Roy et al. [115].

In the testing of the new wall boiling model, a high pressure experimental test case using water as the work-
ing fluid was used since refrigerants have very different latent heat of evaporization, surface tension, and
contact angle values. As a result, the Rohsenow et al. [116] data was used to compare the wall temperature
predictions of the new wall boiling model because it included a detailed description of the experimental
setup, employed water as the working fluid, and had wall temperature data at a pressure of 2000 psia (137.9
bar).

The experimental setup used a vertical, electrically heated, pure nickel test section 9.4 inches long. The inner
and outer diameters of the tube were 0.1805 and 0.2101 inches respectively. The outer wall temperature
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was measured in 7 locations (spaced 1.4 inches apart) and electrically insulated from the tube wall using
a small sheet of mica 0.0015 inches thick. The locations of the measurements used in the data collection
(thermocouples 2-6) are shown in Figure 10.26.

1.4 inches
2. .3 4 5 .6
f T T i -]
& 9.4 inches
e Z

Figure 10.26. The locations of the outer wall temperature measurements 2, 3, 4, 5, and 6 for the Rohsenow
test data.

The tube was modeled in STAR-CCM+ in 3-D using symmetry boundaries on a quarter of the tube geome-
try. The original CAD, shown in Figure 10.27, is a shortened length (0.01 m) of the full tube. The remaining
length of the tube (0.22876 m) was extruded from the outlet to create cells with a higher aspect ratio in the
direction of the flow, which are illustrated in Figure 10.28 near the outlet of the tube. The meshing values
are given in Table 10.5 and a cross-section of the mesh is shown in Figure 10.29. The value of the wall y*
on the wall was ~30 and is shown in Figure 10.30.

Outlet

Heated
Wall >~

Symmetry
Boundary

T
e

Figure 10.27. The Rohsenow test section original CAD geometry.

A new nucleation site density curve was developed from the Hibiki-Ishii nucleation side density model
for a pressure of 2000 psi. The value used for the contact angle of water on Ni was 45° [117, 118]. Since
the nucleation site density increases extremely quickly at low wall superheats at this high pressure, the
nucleation site density curves were fitted over ranges of wall superheat. The fitted curves were completed
for temperatures of 0 to 2 K, 2 to 5 K, and 5 to 9 K and shown in (10.5), (10.6), and (10.7) respectively. When
the wall superheat was in the prescribed temperature range of a curve, the active nucleation site density
value was predicting using that curve. The same relaxation method as shown in (10.2) was implemented to
aid in convergence with the typical relaxation factor value being 0.01.

N" = —63448.6 (1 - 64'1275AT5“P) (10.5)

N = —55254 (1 - e4<16943ATw) (10.6)
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Lo

Figure 10.28. The extruded Rohsenow test case geometry near the outlet of the tube.

Table 10.5. Meshing values used for the Rohsenow test cases that have an inlet velocity of 3.048 m/s.

Parameter Value
Base size 0.12 mm
Maximum cell size (relative to base) 100%
Number of prism layers 2

Prism layer thickness (absolute size) 0.12 mm
Prism layer stretching 1.1
Template growth rate Fast
Extrusion layers 150
Stretching 1.0

ks

Figure 10.29. A cross-section view of the meshed Rohsenow tube geometry.
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Wal/ Y+ of Liqvuicri

Figure 10.30. The wall y* values of the Rohsenow test section for an inlet velocity of 3.058 m/s.

N — —37842.5 (1 - 64'22513AT5“T’) (10.7)

The heat fluxes tested for a pressure of 2000 psi and an inlet velocity of 3.048 m/s were 3.41, 4.07, 4.61,
and 5.11 MW/m?2. The inlet temperature of the test section was calculated for each heat flux using the
linear heat generation and the bulk temperature provided at thermocouple position 2. The calculated inlet
temperature is shown in Table 10.6.

Table 10.6. Inlet temperature for the Rohsenow test cases at 2000 psi and an inlet velocity of 3.048 m/s.

Heat Flux [MW/m?] Inlet AT, [K]

3.41 130.7
4.07 130.9
4.61 131.0
511 136.4

In the bubble departure diameter models, the advancing and receding contact angles used for the nickel
test section were 79° and 34° respectively [119]. For the calculation of the quenching component of the
new model, the density of the heater was 8900 kg/m? and the heat capacity of the heater was 0.444 J/g-K
[120].

The wall temperature experimental results were to be compared against both the standard wall boiling
model and the new wall boiling model predictions. The experimental results for each heat flux was aver-
aged over a combination of the thermocouples at positions 2, 3, 4, 5, and 6. The standard wall boiling model
diverged for all heat fluxes and inlet subcoolings tested. As a result, only the wall temperature predictions
for the new model (Gilman) are compared to the experimental data in Table 10.7. In the test cases with heat
fluxes of 3.41, 4.07, and 5.11 MW /m?, the new model predicts wall temperatures within the experimental
error of the data.

The significance of each partitioned component of the model in the overall heat removal from the sur-
face was also investigated for the Rohsenow test case with the highest heat flux (5.11 MW /m?) and the
results are shown in Figure 10.31. These results show that the forced convection and sliding conduction
(encompassing all transient conduction on the heater) components compete for the greatest effect on heat
removal near the tube inlet where the liquid is highly subcooled. The forced convection component starts
as the largest component and then decreases to about zero near the outlet. While the bulk liquid remains
subcooled through the tube, the sliding conduction component increases quickly while the quenching and
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Table 10.7. Inlet temperature for the Rohsenow test cases at 2000 psi and an inlet velocity of 3.048 m/s.

Heat Flux Thermocouple Experiment Experiment Gilman (2014)

[MW/m?] Positions ATy, [K] Error [K] ATy, [K]
3.41 5,6 2.58 +/-1.7 0.98
4.07 2,3,5,6 2.65 +/-1.7 1.10
4.61 2-6 3.92 +/-1.7 1.02
511 2-6 4.14 +/-1.7 2.36

evaporation components increase very slowly. Once the active nucleation site density nears the maximum
value, and the liquid nears saturation temperature near the outlet, the contribution towards heat removal
by the evaporation component quickly increases while the sliding conduction decreases.

Fraction of Total Heat Flux

Position Along Tube [in]

Figure 10.31. The fraction of the total heat flux removed by each component in the new model’s heat
partitioning model for the Rohsenow test case with heat flux of 5.11 MW /m? at a pressure of 2000 psi.
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11 Model Sensitivity Studies

The solutions to the simulations are sensitive to parameters employed in the wall boiling models, and it
is important to understand how the use of correlations may be limited to a specific set of conditions. A
sensitivity study on the heat partitioning used in STAR-CCM+ was completed by Asher et al. [36] by
varying parameters used in the closure models to determine their effect on the prediction of the pressure
drop, wall temperature, and void fraction profile. All the parameters included in this study are shown in
Table 11.1. The parameters that had the strongest effect on the results were Cy,, D4, and C|,.

Table 11.1. Parameters used in full sensitivity study [36].

Parameter Symbol
Lift Coefficient Cr
Drag Coefficient Cp
Virtual Mass Coefficient cvM
Bubble Departure Diameter Dy
Turbulent Viscosity Scaling Cu

Liquid to Interface Nusselt Number Nu,

Gas to Interface Nusselt Number Nuy

In this work, sensitivity studies were completed on the parameters of the new model that have been iden-
tified to have a significant impact on the resulting boiling curve predictions. Therefore, a sensitivity study
was completed on the nucleation site density model for both the standard and new wall boiling models to
observe the effects on the wall temperature predictions when using the Lemmert-Chawla and Hibiki-Ishii
models. The dependence on the bubble departure frequency for the wall temperature prediction was also
tested for a range of frequencies. In addition, the sensitivity of the new wall boiling model to the maximum
Eo number was completed. The maximum Eo number defines the largest bubble lift-off diameter allowed,
given the fluid properties, and is employed if the mechanistic bubble lift-off diameter model provides a
value that is greater than this defined maximum D;.

In addition to the three terms that were identified to most likely impact the results, sensitivity studies were
completed on the effect of the internal grid size, the prism layer thickness, the assumed bubble hot spot
temperature change (AT}) employed in the quenching component, and the assumed maximum thickness
(0maz) of the microlayer used in the evaporation component. These sensitivity studies were completed on
the boiling curves for the MIT flow boiling facility.

11.1 Active Nucleation Site Density Models

The effect of employing different nucleation site density models on the resulting boiling curves was inves-
tigated using data from the MIT flow boiling facility for a mass flux of 500 kg/m?-s, a pressure of 1.05 bar,
and an inlet subcooling of 10 K. The boiling curve was calculated for the standard set of models, shown
in Table 3.5, using (1) the Lemmert-Chawla and (2) the Hibiki-Ishii nucleation site density model while
holding all other models the same. The results are compared in Figure 11.1. The wall temperatures were
also calculated for the new wall boiling model using the two nucleation site density models and compared
to the experimental data in Figure 11.2.

The comparison of the wall temperature predictions when using the two nucleation site density models
illustrates the need to use a nucleation site density model that accurately captures the sharp increase in
active nucleation sites at higher wall superheats. Since the Hibiki-Ishii model does capture this physical
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Figure 11.1. Boiling curves calculated using the standard set of models and compared to the experimental
data for a mass flux of 500 kg/m?-s, a pressure of 1.05 bar, and an inlet subcooling of 10 K.
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Figure 11.2. Boiling curves calculated using the new wall boiling model and compared to the experimental
data for a mass flux of 500 kg/m?-s, a pressure of 1.05 bar, and an inlet subcooling of 10 K.
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phenomenon better than Lemmert-Chawla, the use of the Hibiki-Ishii model provides results that more
accurately capture the shape of the boiling curves.

11.2 Bubble Departure Frequency

The Cole (1960) bubble departure frequency, shown in (3.30), is highly dependent on the bubble departure
diameter, and the prediction of the bubble departure diameter remains relatively constant for a given mass
flux when using the mechanistic force-balance model based on the work by Sugrue et al. Therefore, the
Cole frequency prediction is approximately constant for all heat fluxes for a given mass flux and system
pressure. The influence of the departure frequency on the wall temperature predictions was investigated
by employing constant frequency values of 50, 150, 500, and 750 Hz on the test cases having a mass flux of
500 kg/m?-s, inlet subcooling of 10 K, and pressures of 1.5 and 2.0 bar. For the test case at 2.0 bar, the bubble
departure frequency predicted by Cole was ~250 Hz and the results are shown in Figure 11.3.
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1400 1 —4—f =150 Hz
7 | —v— Cole (~250 Hz) ?
1200 4 —&—f =500 Hz P
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©
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Wall Superheat (K)

Figure 11.3. Wall temperature predictions calculated using the new wall boiling model with varying bubble
departure frequencies, and compared to the experimental data for a mass flux of 500 kg/m?-s, a pressure
of 2.0 bar, and an inlet subcooling of 10 K.

The results illustrate that at very low bubble departure frequencies, a change in the frequency value has a
much larger impact on the temperature predictions. As the value of the frequency increases, the relative
temperature change between the curves becomes smaller when the frequency value changes. For this test
case, the average experimental frequency was ~400-450 Hz, although the frequency calculated from exper-
iments does vary with the heat flux. The results in Figure 11.3 show that the boiling curve with a constant
bubble departure frequency of 500 Hz, which is closer to the recorded experimental frequency, predicts the
wall temperature closer to the experimental data than the boiling curve using the Cole bubble departure
frequency model.

The results of the test case at a pressure of 1.5 bar are shown in Figure 11.4, where the bubble departure
frequency predicted by Cole was ~240 Hz. In this test case, the experimental bubble departure frequency
was measured at ~75-150 Hz (the bubble departure frequency increased with increasing heat flux). The
boiling curves produced using frequencies of 50 and 150 Hz are closer to the experimental boiling curve
than the boiling curve produced by using the Cole bubble departure frequency model.

The sensitivity of the wall temperature predictions on the value of the bubble departure frequency indicate
that an improved and more accurate frequency model would likely increase the accuracy of the new wall
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Figure 11.4. Wall temperature predictions calculated using the new wall boiling model with varying bubble
departure frequencies, and compared to the experimental data for a mass flux of 500 kg/m?-s, a pressure
of 1.5 bar, and an inlet subcooling of 10 K.

boiling model’s predictions. The new wall boiling model is sensitive to the bubble departure frequency
because it is directly included in the calculation of the evaporation, sliding conduction, and quenching
terms.

11.3 Maximum Eotvos number

The maximum Eo number employed in the new wall boiling model predicts the maximum size that a
bubble can reach before deviating from a spherical form. It is assumed that once the bubble deviates from
its spherical shape, it is driven away from the wall by the increased lift-force caused by its non-spherical
shape. The larger the maximum Eo number, the larger the maximum bubble lift-off diameter can be. As
the bubble lift-off diameter increases, the sliding conduction heat transfer coefficient also increases since
the bubbles slide a longer distance before reaching the lift-off diameter size. This increased heat transfer
coefficient is seen the results by predicting lower wall temperatures for a set of conditions.

The maximum Eo is an important component to the new model because the mechanistic bubble departure
model for the lift-off diameter can predict unphysically large diameters at high wall superheats. To observe
the effect of different maximum Eo numbers on the wall temperature predictions, the maximum Eo value
imposed was varied from 0.05 to 2.0 (the nominal value for the model is 0.1) and compared to the results
from the MIT Flow Boiling Facility. The results for a mass flux of 500 kg/ m2-s, 15 K subcooling, and a
pressure of 2.0 bar are shown in Figure 11.5. The results for varied maximum Eo numbers for a mass flux of
1000 kg/m?-s, 15 K subcooling, and a pressure of 2.0 bar are shown in Figure 11.6. The results at a subcool-
ing of 15 K illustrate that a lower maximum Eo number (0.05 to 0.1) tends to predict the wall temperatures
more closely to the experimental data. At this higher subcooling, the thermal boundary layer where the
bubbles grow tends to have a sharper decrease in temperature. Therefore, smaller lift-off diameters are
expected.

The effect of the maximum Eo number on a subcooling of 10 K (at 2.0 bar) is shown in Figure 11.7 for a
mass flux of 500 kg/m?-s and Figure 11.8 for a mass flux of 1000 kg/m?-s. These figures illustrate that the
intermediate value for the maximum Eo number (0.5 and 1.0) predict the wall temperatures closer to the
experimental data.
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Figure 11.5. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 500 kg/m?-s, inlet subcooling of 15 K, and pressure of 2.0 bar.
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Figure 11.6. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 1000 kg/m?-s, inlet subcooling of 15 K, and pressure of 2.0 bar.
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Figure 11.7. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 500 kg/m?-s, inlet subcooling of 10 K, and pressure of 2.0 bar.
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Figure 11.8. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 1000 kg/m?-s, inlet subcooling of 10 K, and pressure of 2.0 bar.
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When the degree of subcooling at the inlet is decreased to 5 K at a pressure of 2.0 bar, even larger values of
the maximum Eo number (1.0 to 2.0) predict wall temperatures more closely to the experimental data. This
is shown in Figure 11.9 for a mass flux of 500 kg /m?-s and Figure 11.10 for a mass flux of 1000 kg/m?-s. The
maximum Eo number plots clearly illustrate the effect that the maximum allowed bubble lift-off diameter
has on the prediction of the wall superheat.
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Figure 11.9. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 500 kg/m?-s, inlet subcooling of 5 K, and pressure of 2.0 bar.
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Figure 11.10. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 1000 kg/m?-s, inlet subcooling of 5 K, and pressure of 2.0 bar.

The effect of the maximum Eo number was also studied on the test cases with mass fluxes of 500 and 1000
kg/m?-s with 10 K subcooling and at a pressure of 1.5 bar to compare to the sensitivity study completed
at 2.0 bar. The comparison of the boiling curves for different maximum Eo numbers are shown in Figures
11.11 and 11.12 for a pressure of 1.5 bar. In contrast to the results at 2.0 bar (shown in Figures 11.7 and 11.8),
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these figures show that at a pressure of 1.5 bar, lower maximum Eo numbers produce a boiling curve that

is closer to the experimental data.
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Figure 11.11. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 500 kg/m?-s, inlet subcooling of 10 K, and pressure of 1.5 bar.

Heat Flux (KW/m?)

1400

1200 +

1000 +

800 +

600

400

200 +

—a— Experiment
—e—E0=0.05
—4—Eo0=0.1
v—Eo=0.5
-—4—-Eo=1.0
—<+—E0=2.0

Wall Superheat (K)

Figure 11.12. Average heater temperature predictions for the experiment and the new model with varied
maximum Eo numbers for a mass flux of 1000 kg/m?-s, inlet subcooling of 10 K, and pressure of 1.5 bar.

11.4 Grid Size

The new subcooled boiling model’s wall temperature predictions dependence on the cell size was inves-
tigated at a mass flux of 500 kg/m?-s, inlet subcooling of 10 K, pressure of 2.0 bar, and heat flux of 1200
kW/m?. In the first study, the near wall prism layer was held at a constant thickness of 0.9 mm so that
the wall y* value remained at ~43. The base cell size of the remaining internal mesh was then varied by
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employing a constant multiplication factor of 2. The results are shown in Table 11.2 and indicate that the
new wall boiling model has little dependence on the internal cell size of the mesh.

Table 11.2. Liquid heat transfer coefficient and wall superheat predictions with varied base cell size.

Base Cell Size Prism Layer Thickness hy ATy
[mm)] [mm)] [kW/m2-K] [K]

1.8 0.9 36.7 23.19

0.9 0.9 36.6 23.17

0.45 0.9 36.3 23.16

An additional grid study was completed on the dependence on the thickness of the prism layer with the
base cell size held at a constant 0.9 mm. A constant multiplication factor of 2 on the size was employed,
but at the smallest prism layer thickness, the value was increased slightly to retain mesh integrity. The
wall y* values were recorded for each size, and were all very close to being in the desired range of 30-100.
The results are shown in Table 11.3 for the new model’s calculation of the liquid heat transfer coefficient.
These results indicate that the thickness of the near wall prism layer does not effect the liquid heat transfer
coefficient.

Instead, the wall temperature predictions are sensitive to the thickness of the near wall prism layer. This
dependence on the prism layer is to be expected due to the method in which the software STAR-CCM+
calculates the heat flux removed by each component of the model. As described in Section 8, the removal
of heat through each component is completed by using coefficients that are dependent on both the wall
temperature and the temperature of the wall cell. If the near wall cell is smaller in size (smaller prism layer
thickness), the average temperature of the cell is a higher value because of the thermal boundary layer
near the wall. Since the heat transfer coefficient calculations do not change with changes in cell size, and
the average cell temperature near the wall increases with a smaller cell size, this results in a higher wall
temperature. As a result, the thickness of the near wall prism layer should be maintained to have a wall y*
near 30.

Table 11.3. Liquid heat transfer coefficient and wall superheat calculated with varied prism layer thickness.

Base Cell Size [mm] Prism Layer Thickness [mm] Wally™ h; [kW/m?-K] ATy, [K]

0.9 0.5 28 37.3 25.76
0.9 0.9 43 36.6 23.17
0.9 1.8 108 36.3 22.35

11.5 Bubble Dry Spot Temperature Change

The calculation of the quenching component in the new heat partitioning model, described in Section 6.3,
is dependent on the assumption of the temperature difference between the bubble hot spot (the dry surface
area under the bubble) and the surrounding average heater temperature not under the influence of the
bubble (AT}). Experiments have shown that this hot spot is typically on the order of a few degrees. A
sensitivity study was completed on the quenching component by varying AT}, using values of 1, 2 (nominal
value employed in the new model), 4, 8, and 20 K on the test cases with a mass flux of 500 kg/ m2-s, inlet
subcooling of 10 K, and pressures of 1.5 and 2.0 bar. The results on the wall temperature predictions at
2.0 bar are shown in Figure 11.13 and indicate that even when AT}, is varied by an order of magnitude,
it has very little effect on the wall temperature prediction. A similar result was seen for a pressure of 1.5
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bar, which is shown in Figure 11.14. The very low sensitivity to the value of AT}, was expected since the
quenching component is the smallest contributor to heat removal from the heater surface.
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Figure 11.13. Wall temperature predictions calculated using the new wall boiling model with varying bub-
ble hot spot temperatures, and compared to the experimental data for a mass flux of 500 kg /m?-s, a pressure
of 2.0 bar, and an inlet subcooling of 10 K.
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Figure 11.14. Wall temperature predictions calculated using the new wall boiling model with varying bub-
ble hot spot temperatures, and compared to the experimental data for a mass flux of 500 kg /m?-s, a pressure
of 1.5 bar, and an inlet subcooling of 10 K.

11.6 Maximum Microlayer Thickness

In the evaporation component of the new heat partitioning model, the calculation of the microlayer evap-
oration is based on the assumption that the microlayer has a given maximum thickness (d,,q2). The sensi-
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tivity of the wall temperature predictions to the value of §,,,,, was studied by implementing the values of
0.5, 1, 2 (nominal value employed in the new model), and 4 pum on the test cases that have a mass flux of
500 kg/m?-s, inlet subcooling of 10K, and pressures of 1.5 and 2.0 bar. The smallest microlayer thickness
is limited to being on the order of hundreds of nm, because when the liquid layer trapped by the bubble
is nanometers in thickness the attractive inter-molecular forces between the solid and liquid prevent evap-
oration. This means that the liquid layer would actually be an adsorbed film and not a microlayer. The
maximum thickness is limited to being no larger than a few microns so that the liquid layer remains a true
microlayer and is not a part of the macrolayer of the bubble [102, 121].

The results of the sensitivity study are shown in Figures 11.15 and 11.16 for pressures of 2.0 and 1.5 bar
respectively. These figures show that the wall temperature predictions essentially do not change when the
microlayer thickness is varied from 0.5-4 pm.
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Figure 11.15. Wall temperature predictions calculated using the new wall boiling model with varying max-
imum microlayer thickness, and compared to the experimental data for a mass flux of 500 kg/m?-s, a
pressure of 2.0 bar, and an inlet subcooling of 10 K.
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Figure 11.16. Wall temperature predictions calculated using the new wall boiling model with varying max-
imum microlayer thickness, and compared to the experimental data for a mass flux of 500 kg/m?-s, a
pressure of 1.5 bar, and an inlet subcooling of 10 K.
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12 Summary, Conclusions, and Future Work

12.1 Summary

CFD has become a method of numerical analysis that can aid experiments for studies to optimize flow con-
ditions and new or improved heat transfer designs. In particular, the CASL program aims to have a virtual
environment for reactor analysis, which provided the goal of this work to develop a wall boiling model
that can predict the wall temperatures of the heated rods in a nuclear reactor while correctly describing the
phenomena on the heated surface to provide insight on CHF for a given system. A better understanding of
when CHF will occur could allow for greater power generation while ensuring a sufficient operating safety
margin.

In many industrial applications, including LWRs, subcooled flow boiling is used when a high heat trans-
fer coefficient is desired. In this work, a more general boiling closure model for subcooled flow boiling
conditions was developed and tested at low and high pressures. The model includes all physical boiling
phenomena and necessary mechanisms to accurately predict the temperature and heat flux at the wall in
CFD simulations and was implemented using STAR-CCM+. Experiments have illustrated that understand-
ing and predicting the interactions on the heated surface during boiling can aid in the prediction of the wall
temperature and CHF. The model explicitly tracks the dry surface area during boiling so that the model can
be further extended to predict DNB by studying the fraction of dry surface area as the heat flux increases
for a system.

12.2 Conclusions

The conclusions based on the numerical testing of the new wall boiling model in STAR-CCM+ are summa-
rized below.

¢ The wall temperature predictions using the new model (Gilman 2014) are slightly closer to experi-
mental data (and typically very near or within experimental error) than the standard (Kurul-Podowski)
model for mass fluxes of 500, 1000, and 1250 kg/m?-s, a subcooling of 10 K, and at a pressure of 1.05
bar. The new model also captures the shape of the boiling curves more accurately, while being able
to converge at all heat fluxes tested by the experiment.

* The wall temperature predictions using the new model also capture the shape of the boiling curves
better than the standard model for mass fluxes of 500, 1000, and 1250 kg/m?-s, a subcooling of 10
K, and at a pressure of 1.5 bar. The standard model predicts wall temperatures that are closer to
experimental data at this pressure, while the new model tends to slightly under-predict the wall
temperatures. The standard model does not converge at higher heat fluxes.

¢ Both the new and standard models over-predict the wall temperatures for mass fluxes of 500, 1000,
and 1250 kg/m?-s, a subcooling of 5 K, and a pressure of 2.0 bar. The new model is closer to experi-
mental data and is more robust at higher heat fluxes.

* Both the new and standard models over-predict the wall temperatures for mass fluxes of 500, 1000,
and 1250 kg/m?-s, a subcooling of 10 K, and a pressure of 2.0 bar. The new model is closer to the
experimental data than the standard model and is very near to being within the experimental error,
while converging for all heat fluxes tested.

* The new model is very close to the experimental wall temperatures for mass fluxes of 500, 1000, and
1250 kg/m?-s, a subcooling of 15 K, and pressure of 2.0 bar. The new model is within the experimen-
tal error for almost all points in the boiling curves for mass fluxes of 500 and 1250 kg/m?-s and is
within experimental error for the high heat fluxes for the case with a mass flux of 1000 kg/m?-s. The
standard model over-predicts the wall temperatures in all cases.
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The new model predicts wall temperatures within the experimental error for almost all the cases
tested at high pressure (2000 psi). The standard model was unable to converge at the high heat fluxes
and subcoolings of these test cases.

The new model captures the increase in dry surface area as the heat flux increases, while including a
dependence on the heater properties through the use of the Hibiki-Ishii nucleation site density model,
the mechanistic bubble departure diameter models, and the quenching component.

The heat partitioning components of the new model show that sliding (transient) conduction and
forced convection are the highest modes of heat removal from the surface at low pressure, relatively
low active nucleation site densities (< 107 sites/m?), and with subcooled liquid in the channel. The
forced convection component decreases to zero as the other components increase with increased boil-
ing. Both the quenching and evaporation components steadily rise with increased heat flux and have
lower contributions to the heat removal.

At high pressure, the heat partitioning components of the new model show that sliding (transient)
conduction and forced convection dominate as the methods of heat removal while the liquid remains
highly subcooled. Also, the forced convection component decreases as the amount of wall boiling
increases and sliding conduction becomes the dominant mode of heat transfer. Once the active nu-
cleation site density increases to relatively high values (= 10'! sites/m?) and the temperature of the
liquid nears the saturation temperature (near the tube outlet), the evaporation component quickly
increases and the sliding conduction component decreases but remains the dominant mode of heat
removal.

The new model’s prediction of the wall superheat is dependent on the value of the bubble departure
frequency, particularly when the frequency value is < 500 Hz. When a bubble departure frequency
value near the experimental value is implemented, the resulting boiling curves are closer to the ex-
perimental data.

The new model is sensitive to the maximum Eo number because it defines the maximum bubble
lift-off diameter. This effects the amount of transient conduction that occurs on the surface from the
disrupted thermal boundary layer because a larger bubble diameter corresponds to a larger area of
influence for the transient conduction.

The new model’s predictions of both the wall superheat and the liquid heat transfer coefficient are
insensitive to the internal cell size of the mesh when the prism layer thickness is held constant.

The new model’s prediction of the liquid heat transfer coefficient also has very little sensitivity to the
prism layer thickness. The wall superheat prediction has some sensitivity to the prism layer thickness
because of the method the heat transfer coefficient is passed into the STAR-CCM+ software.

The prediction of the wall superheat by the new model has very little dependence on the value of
AT}, (used in the quenching component).

The prediction of the wall superheat by the new model does not have a dependence on the value of
the maximum microlayer thickness (d,,..) when reasonable physical values are implemented.

Both the new and standard models have a dependence on the nucleation site density model imple-
mented. The wall boiling models should have a dependency on the nucleation site density because
it helps capture the effects of the material properties of the heater.

Overall, the new model predicts wall temperatures closer to experimental data at both low and high
pressures and also converges at higher heat fluxes and greater subcoolings than the standard model.
All model parameters are theoretical based, so even though the model has sensitivity to some param-
eters, it has not been adjusted to fit the results.
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12.3 Suggested Future Work

¢ Continued testing as additional wall temperature data for water at high pressure becomes available.

¢ Continued evaluation of closure models as new data and information become available. In particular,
the bubble departure model could be improved to include a dependence on the wall superheat on
the bubble size.

¢ Re-evaluation of the microlayer evaporation assumptions as studies on the microlayer are completed
for flow boiling.

* Implementation of a bubble departure frequency model that incorporates a heater material depen-
dent wait time, since t,, is physically dependent on the thermal response of the heater.

¢ The model formulation can be re-investigated to evaluate if it can be tested and provide accurate
predictions of wall temperatures on non-ideal surfaces, such as surfaces with corrosion product de-
posits.

¢ Use of the dry surface area calculation and bubble merging probability in DNB testing.

¢ After all physical phenomena at the wall are verified, the void fraction predictions across the channel
can be investigated.
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Appendix A User Code Files

The boiling model is implemented in STAR-CCM+ by linking user libraries compiled from subroutines
written in C as described in Section. The files (uclib.h, uclib.c, ucmodels.h, and ucmodels.h) used for build-
ing each coefficient used in the linearized boiling formulation are included below. Also included are the
files used to build the force balance bubble departure model as described in section. The uclib.h file is the
same for every user code library built, so it is only shown in Liquid Coefficient A files.

Liquid Coefficient A

/*

+ uclib.h: registration for any ucode models

Library Build Command (linux)

gcc —fPIC —shared *.c¢ —o libuser.so

Function Name Registration

ucfunc (
void =func,
char =type ,
char xname

)i

function type can be
"BoundaryProfile”
”"RegionProfile”

”ScalarFieldFunction”
"VectorFieldFunction”

Function Argument Registration

ucarg (
void =*func,
char =type,
char =variable,
int size

X% X % X X % X ¥ X X X X ¥ X ¥ ¥ ¥ ¥ X ¥ X ¥ ¥ ¥ % X ¥ ¥ ¥ % X % X% %
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X% X % % X % X ¥ X X X X X X ¥ X X ¥ X ¥ ¥ X % X ¥ X ¥ ¥ X ¥ ¥ % ¥ ¥ ¥ X ¥ ¥ ¥ ¥ X ¥ X % ¥ ¥ % X ¥ ¥ x 3% x

argument type can be

7 Cell”
”"Face”

variable names are scoped names of the form
below rather than usual user names

“Pressure”

“Phase0 :: VolumeFraction”

”"Phase0 :: Density”

”"Phase0:: U_Velocity”

"PhaselnteractionO :: InteractionLengthScale”

also note that, even though Velocity is returned from
user functions as a vector, for input arguments
Velocity is passed as individual components,

with variable names

”“U_Velocity”
"V _Velocity”
"W _Velocity”

finally note that not all fields may be available
during initialisation

size is one of
sizeof (Real)

sizeof (CoordReal) = —> Field functions are of this type
sizeof (PressureReal)

C—function arguments

Elemental Type Declaration

int int sarg
PressureReal PressureReal =xarg
Real Real =xarg
unsigned int int =arg

Vector <2, unsigned int> int (+arg)[2]
Vector <3, CoordReal> CoordReal (*arg)[3]

Vector <3, Real> Real (xarg)[3]

CASL-U-2014-0205-000
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*/

#ifndef UCLIB_.H
#define UCLIB_H

#define UCFUNC_TYPESCALARFF ”ScalarFieldFunction”
#define UCFUNC.TYPE_.VECTORFF ”VectorFieldFunction”
#define UCFUNC.TYPESSCALARRP ”“RegionProfile”
#define UCFUNC.TYPE.VECTORRP ”RegionProfile”
#define UCFUNC.TYPE.SCALARBP ”“BoundaryProfile”

typedef float Real;
typedef double CoordReal;
typedef double PressureReal;

#ifdef __cplusplus
extern "C” {
#endif

#if defined (WIN32) || defined (WINDOWS) || defined ((WINNT)
# define USERFUNCTION_EXPORT __declspec(dllexport)

# define USERFUNCTIONIMPORT __declspec(dllimport)

#else

# define USERFUNCTION_EXPORT

# define USERFUNCTIONIMPORT

#endif

extern void USERFUNCTIONIMPORT ucarg(void #, char =, char =, int);

extern void USERFUNCTIONIMPORT ucfunc(void =, char *, char =);

extern void USERFUNCTIONIMPORT ucfunction(void =%, char =%, char =, int, ...);
void USERFUNCTION_EXPORT uclib () ;

#ifdef __cplusplus

}

#endif

#endif
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/*

+ uclib.c: registration for shareable application—specific ucode models
*

+/
#include ”“ucmodels.h”

void wuclib ()
{

/**********************************>(->(-*******************************************

+ userLiquidCoefficientA

>(-******X—******>(->(->(-*****************’(—***************’(—***************************/

ucfunc (
/* void =func +/ userLiquid_A,
/* char xtype +/ UCFUNC.TYPE.SCALAR_BP,
/% char sname »/ UCFUNC_TAGHEATFLUX_LIQUID_A
);
ucarg (
/* void =func +/ userLiquid_A,
/* char xtype +/ "Face”,
/* char sname x/ "FaceCelllndex”,
/% int size x/ sizeof (int[2])
)
ucarg (
/% void =func +/ userLiquid_A,
/+ char =type =/ "Cell”,
/+ char =variable %/ UCARG.TAG_LIQUID_DENSITY,
/* int size %/ sizeof (Real)
);
ucarg (
/* void =func +/ userLiquid_A,
/* char xtype =/ "Cell”,
/+* char =variable x/ UCARG.TAG_.VAPORDENSITY,
/* int size %/ sizeof (Real)
);
ucarg (
/* void =func +/ userLiquid_A,
/* char xtype +/ "Face”,
/#* char =variable */ UCARG.TAGNUCLEATION_SITES,
/* int size %/ sizeof (CoordReal)
);
ucarg (
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void
char
char
int

/*
/*
/*
/*
);

ucarg (

/% void
/% char
/% char
/* int
);

ucarg (
/ *
/*
/ *
/*
);

void
char
char
int

ucarg (
/%
/%
/%
/%
)

void
char
char
int

ucarg (
/*
/*
/ *
/*
);

void
char
char
int

ucarg (
/% void
/% char
/% char
/* int
)

ucarg (
/%
/%
/%
/%
)i

void
char
char
int

ucarg (
/+ void
/+ char

138

*func

*type

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

»func

*type

*variable
size

= func
*type
*variable
size

+func
*type
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*/
*/
*/
*/

*/

+/
+/

*+/
*/
*/
*/

*/
*/
*/
*+/

*+/

*/
*/

*/
*/
*+/
*+/

*/

+/
+/

+/
+/

userLiquid_A,

”"Face”,
UCARG_TAG_BUBBLE_DIAMETER,
sizeof (CoordReal)

userLiquid_A

"Cell”,
UCARG.TAG_LIQUID_-TEMPERATURE_CELL,
sizeof (CoordReal)

userLiquid_A,

"Cell”,
UCARG_TAG_LATENT HEAT,
sizeof (CoordReal)

userLiquid_A,

”"Face”,
UCARG_TAGINFLUENCE_AREA,
sizeof (CoordReal)

userLiquid_A,

”"Face”,

UCARG.TAG.WALL DRY_AREA,
sizeof (CoordReal)

userLiquid_A,

"Cell”,
UCARG.TAG.W_VELOCITY,
sizeof (Real)

userLiquid_A,

"Cell”,
UCARG.TAG_DYNAMIC_VISCOSITY,
sizeof (CoordReal)

userLiquid_A,
I/FaceII,
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/* char
/* int
)

ucarg (

/% void
/% char
/% char
/% int
)

ucarg (

/% void
/* char
/* char
/* int
);

ucarg (

/* void
/* char
/% char
/* int
);

ucarg (
/% void
/* char
/% char
/% int
)

ucarg (

/* void
/* char
/* char
/* int
);

ucarg (
/* void
/* char
/% char
/* int
);

ucarg (
/* void
/% char
/% char
/* int
)

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

= func
*type
*variable
size

*func

*type

*variable
size

*func

*type

=variable
size

= func
*type
*variable
size

*func

*type

*variable
size
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*/
*/

*/
*/
*/
*/

*/

+/
+/

*/
*/
*/
*/

*/
*/
*/
*/

*/
*/
*/
*/

*+/

*/
*/

*/
*/
*/
*/

UCARG.TAG.U.TAU,
sizeof (CoordReal)

userLiquid_A,

"Cell”,

UCARG_TAG SATURATION_TEMPERATURE,
sizeof (CoordReal)

userLiquid_A,

"Face”,
UCARG_TAG_LIQUID_TEMPERATURE WALL,
sizeof (CoordReal)

userLiquid_A,

"Cell”,
UCARG._TAG_SPECIFIC_HEAT,
sizeof (CoordReal)

userLiquid_A,

”"Cell”,

UCARG_TAG.THERMAL CONDUCTIVITY,
sizeof (CoordReal)

userLiquid_A,

"Cell”,
UCARG.TAG_SURFACE_TENSION,
sizeof (CoordReal)

userLiquid_A,

”"Face”,

UCARG_TAG_BUBBLE _FREQUENCY,
sizeof (CoordReal)

userLiquid_A ,

"Face”,
UCARG_TAG_LIQUID_HTC,
sizeof (CoordReal)
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/*

+ ucmodels.h: implementation of shareable application—specific ucode models

*

*/
#ifndef UCMODELSH
#define UCMODELS H

#include “uclib.h”
/+ output field presentation names =/
#define UCFUNC.TAGHEATFLUX_LIQUID_A “LiquidCoeff_A”

/+ input field solver names =/

#define UCARG.TAG_LIQUID_DENSITY “Phase0:: Density”

#define UCARGTAG.VAPORDENSITY “Phasel :: Density”

#define UCARG.TAGNUCLEATION.SITES ”
$NucleationSiteNumberDensityPhaselnteraction”

#define UCARG.TAGBUBBLEDIAMETER ”“$BubbleDepartureDiameterPhaselnteraction”

#define UCARG.TAG_LIQUID_TEMPERATURE.CELL ”$TemperatureLiquid”

#define UCARG.TAGLATENT HEAT ”"$LatentHeatPhaselnteraction”

#define UCARG.TAGINFLUENCE-AREA ”
$BubblelnfluenceWallAreaFractionPhaselnteraction”

#define UCARGTAGWALLDRY AREA “$WallDryoutAreaFractionPhaselnteraction”

#define UCARG.TAGW_VELOCITY “Phase0:: W_Velocity”

#define UCARG.TAGDYNAMIC_VISCOSITY ”$DynamicViscosityLiquid”

#define UCARG.TAGUTAU ”$UstarLiquid”

#define UCARG.TAGSATURATION.TEMPERATURE ”$TemperaturePhaselnteraction”

#define UCARG.TAG_LIQUID_ TEMPERATUREWALL ”$TemperatureLiquid”

#define UCARG.TAG.SPECIFIC_HEAT ”$SpecificHeatLiquid”

#define UCARG.TAG.THERMAL.CONDUCTIVITY ”$ThermalConductivityLiquid”

#define UCARG.TAGSURFACETENSION ”$SurfaceTensionPhaselnteraction”

#define UCARG.TAGBUBBLEFREQUENCY ”“$BubbleDepartureFrequencyPhaselnteraction”

#define UCARG.TAGLIQUIDHTC ”$InternalWallHeatFluxCoefficientBLiquid”

/+ function prototypes =/
void userLiquid_A (

Real = result,

int size,

int (»fc)[2],

Real * DensityLiquid ,

Real= DensityVapor,

CoordReal NucleationSiteNumberDensityPhaselnteraction,
CoordReal* BubbleDepartureDiameterPhaselnteraction,
CoordReal* TemperatureLiquidCell,

CoordReal » LatentHeatPhaselnteraction,

CoordReal * BubbleInfluenceWallAreaFractionPhaselnteraction ,
CoordReal * WallDryoutAreaFractionPhaselnteraction,
Real* W _VelocityLiquid,

CoordReal» DynamicViscosityLiquid ,
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CoordReal* UstarLiquid,
CoordReal » TemperaturePhaselnteraction,
CoordReal* TemperatureLiquidWall,
CoordReal = SpecificHeatLiquid ,
CoordReal» ThermalConductivityLiquid,
CoordReal » SurfaceTensionPhaselnteraction,
CoordReal* Frequency,
CoordReal * LiquidHTC
)
#endif
141
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/ *

+ ucmodels.c: implementation for shareable application—specific ucode models

*

+/

#include <math.h>
#include <stdio.h>
#include ”ucmodels.h”

/****>(->(->(->(->(->(->(->(->(->(->F>(->(->F>(->(->(->(->(->(->(->(->(->{->(-***>(-*>(->(->(->(->(->(->(->(->(->(->(-*****>(->(->(->(->(->(->(->(->(->F>(-******************

+ userHeatFluxLiquidA

>(-*****************************************************************************/

void userLiquid_A (

Real » result ,

int size,

int («fc)[2],

Real* DensityLiquid,

Real * DensityVapor,

CoordReal* NucleationSiteNumberDensityPhaselnteraction,
CoordReal BubbleDepartureDiameterPhaselnteraction,
CoordReal * TemperatureLiquidCell,

CoordReal » LatentHeatPhaselnteraction,

CoordReal » BubblelnfluenceWallAreaFractionPhaselnteraction,
CoordReal* WallDryoutAreaFractionPhaselnteraction,

Real * W_VelocityLiquid ,

CoordReal * DynamicViscosityLiquid,
CoordReal UstarLiquid ,
CoordReal* TemperaturePhaselnteraction,
CoordReal * TemperatureLiquidWall,
CoordReal * SpecificHeatLiquid ,
CoordReal » ThermalConductivityLiquid ,
CoordReal * SurfaceTensionPhaselnteraction,
CoordReal = Frequency,
CoordReal* LiquidHTC
)
/+ [0] declarations =/
// Defining Constants in the Bubble Departure Model //
double pi = 3.1416;
double D_1_max;

double b = 1.56; // Constant provided by Zuber //

int S = 2; // Constant Provided by Yun //

double phi = pi/18§; // Inclination angle of the growing bubble //
double C_s = 1; // Variable constant in the model //

double Kappa = 0.4; // Constant provided by Klausner //

double Chi = 11; // Constant Provided by Klausner //

double ¢ = 7.4; // Constant Provided by Klausner //

double n = 0.65; // Constant Provided by Klausner //
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double delta_.R = 5E-7;

double g = 9.81;

/+ [1] record user model activation and run parameters =/
// First Loop through all the cells

int i;

for (i = 0; i != size; ++i)

// Call field functions from simulation

double N = NucleationSiteNumberDensityPhaselnteraction[i];
double Db = BubbleDepartureDiameterPhaselnteraction[i];
double h_fg LatentHeatPhaselnteraction[i];

float rho_l DensityLiquid[i];

float rho_v = DensityVapor[i];

double mu.l = DynamicViscosityLiquid[i];

double u_star = UstarLiquid[i];

double T_sat = TemperaturePhaselnteraction[i];
double T_wall = TemperatureLiquidWall[i];
double T_liq = TemperatureLiquidCell[fc[i][0]];
double c_pl = SpecificHeatLiquid[i];

double k_1 = ThermalConductivityLiquid[i];

double sigma = SurfaceTensionPhaselnteraction[i];

double c_ph = 500;

double rho_h = 8000;

double f = Frequency[i];

double v_1 = W_VelocityLiquid[fc[i][0]]; // Velocity in the z—
direction (direction of flow)

double Theta = 1.57;

double h_1 = LiquidHTCJi];

double R = Db/2;

double Delta_max = 2E—6; // the maximum height of the microlayer

double nu_.l = (mu.l)/(rho_1);

double PR = c_pl+mu.l/k_I;

double eta_l = k_1/(rho_lxc_pl);

double Re_b; // Reynolds number for the bubble and Uniform flow
velocity taken at the bubble diameter //

double Ja_sup, Ja-sat;
double DeltaT_sup = T_wall-T_sat;
double DeltaT_sat = 3;

Ja_sat = rho_l+xc_pl+(DeltaT_sat)/(rho_v+h_fg);

Ja_sup = rho_l+c_plx*(DeltaT_sup)/(rho_v+h_fg);

double q-q = 0;

double gmL = 1E-9;

if (T-wall>T_sat)

{
double N_max;
// Adjust Nucleation Site Density for maximum:
double t_g = R+R+pi/(4xbxbxJa_satxJa_satxeta_l);
if (t.g > 1/f)
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{ t.g =1/1;}
double Nb = t_g=+f=+N;
double P = 1—exp(—N_b=+pi*D_b+D_b/4);
N.max = (1-P)=N;
N=N_max;
/x
Microlayer Evaporation
+/
double V.mL;
VL = 2xpi*(R/2.0)*(R/2.0)+Delta_max /3.0;
gmL = VmLsrho_l+h_fg=+fN;
/%
Quenching Term
*/
double V_q, DeltaT_h;
DeltaT_-h = 2; // The superheat that will be quenched on the
heater surface.
V_q = 2+pi*R+R+R/3;
q-q = rho_h*c_ph+DeltaT_-h*V_q=f=*N;
¥
double q_-tot = qmL + q-q;
result[i] = —q-tot;
}
¥
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Liquid Coefficient B

/*

+ uclib.c: registration for shareable application—specific ucode models

*

+/
#include ”“ucmodels.h”
void uclib ()

{

/>(->(->(->(->6>{->(-*’(—*******X—******>(->(->(-*******************>(->{->(->(->F>(->(-***************************

* user

>(->(->(->(-**************>(->(->(->(->(-***********>(->(->(->(->(->(->(->(->(->F>(->(-*>(->(-*>(->(-*>(->(-***********************/

ucfunc (
/% void =func +/ userLiquid_B,
/+ char =type x/ UCFUNC_TYPE_SCALARBP,
/* char s*name »/ UCFUNC_TAG_HEATFLUX_LIQUID_B
)
ucarg (
/% void =func +/ userLiquid_B,
/+ char =type =/ "Face”,
/* char =name x/ ”"FaceCelllndex”,
/% int size x/ sizeof (int[2])
);
ucarg (
/+ void =func +/ userLiquid_B,
/+* char =type =/ "Cell”,
/% char =variable %/ UCARG.TAG_LIQUID_DENSITY,
/* int size x/ sizeof (Real)
);
ucarg (
/* void =func +/ userLiquid_B,
/* char =type =/ "Cell”,
/+* char =variable x/ UCARG.TAG_.VAPORDENSITY,
/* int size %/ sizeof (Real)
);
ucarg (
/+ void =func +/ userLiquid_B,
/* char =type x/ ”"Face”,
/* char =variable */ UCARG.TAGNUCLEATION_SITES,
/* int size %/ sizeof (CoordReal)
);
ucarg (
/* void =func +/ userLiquid_B,
/* char xtype +/ "Face”,
/* char =variable »x/ UCARG.TAG_BUBBLE.DIAMETER,
/% int size %/ sizeof (CoordReal)
);
ucarg (
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void
char
char
int

/*
/*
/*
/*
);
ucarg (
/*
/*
/*
/*
)
ucarg (
/% void
/% char
/% char
/% int
);
ucarg (
/*
/*
/ *
/*
);
ucarg (
/*
/ *
/*
/*
);
ucarg (
/*
/*
/*
/*
);
ucarg (
/*
/*
/*
/*
);
ucarg (
/% void
/% char
/% char
/* int
)
ucarg (
/*
/*
/*
/*
)

ucarg (

void
char
char
int

void
char
char
int

void
char
char
int

void
char
char
int

void
char
char
int

void
char
char
int
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*func

*type

*variable
size

*func

*type

=variable
size

*func

*type

*variable
size

*func

*type

*variable
size

= func
*type
*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size
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*/
*/
*/
*/

*/
*/

+/

*/

+/
+/

*/
*/
*+/
*/

*/
*/
*/
*/

*+/

*/
*/

*/
*/
*/

*/
*/
*/
*/

*/
*/
*/
*/

userLiquid_B,

"Cell”,
UCARG_TAG_LIQUID_TEMPERATURE _CELL,
sizeof (CoordReal)

userLiquid_B,

"Cell”,
UCARG.TAG_LATENT HEAT,
sizeof (CoordReal)

userLiquid_B,

”Face”,
UCARG_TAGINFLUENCE_AREA,
sizeof (CoordReal)

userLiquid_B,

”"Face”,
UCARG.TAG WALL DRY_AREA,
sizeof (CoordReal)

userLiquid_B,

"Cell”,
UCARG.TAG.W_VELOCITY,
sizeof (Real)

userLiquid_B,

"Cell”,
UCARG_TAG_DYNAMIC_VISCOSITY,
sizeof (CoordReal)

userLiquid_B,
”"Face”,
UCARG.TAG.U_TAU,
sizeof (CoordReal)

userLiquid_B,

”"Cell”,

UCARG_TAG SATURATION_TEMPERATURE,
sizeof (CoordReal)

userLiquid_B,

"Face”,
UCARG_TAG_LIQUID_.TEMPERATURE WALL,
sizeof (CoordReal)
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/% void
/* char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
)
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/* char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
);
}

*func

*type

*variable
size

*func

*type

=variable
size

*func

*type

*variable
size

*func

*type

*variable
size

= func
*type
*variable
size

*func

*type

*variable
size
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*/
*/
*/
*/

*/
*/

+/

*/

+/
+/

*/
*/
*+/
*/

*/
*/
*/
*/

*+/

*/
*/

userLiquid_B,

"Cell”,
UCARG_TAG_SPECIFIC_HEAT,
sizeof (CoordReal)

userLiquid_B,

"Cell”,

UCARG.TAG.THERMAL CONDUCTIVITY,
sizeof (CoordReal)

userLiquid_B,

"Cell”,
UCARG.TAG_SURFACE_TENSION,
sizeof (CoordReal)

userLiquid_B,

”"Face”,
UCARG_TAG_BUBBLE_FREQUENCY,
sizeof (CoordReal)

userLiquid_B,

”"Face”,
UCARG_TAG_LIQUID_HTC,
sizeof (CoordReal)

userLiquid_B,

”"Face”,
UCARG.TAG_PREVIOUS_LIQUID_B,
sizeof (CoordReal)
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/*

+ ucmodels.h: implementation of shareable application—specific ucode models

*

*/

#ifndef UCMODELSH
#define UCMODELS H
#include ”uclib.h”

/+ output field presentation names =/
#define UCFUNC.TAG_HEATFLUXLIQUID B ”LiquidCoeff_B”

/+ input field solver names =%/

#define UCARG.TAG_LIQUID_DENSITY ”Phase0:: Density”

#define UCARG.TAG_.VAPORDENSITY ”Phasel :: Density”

#define UCARG.TAGNUCLEATION.SITES ”
$NucleationSiteNumberDensityPhaselnteraction”

#define UCARG.TAGBUBBLE.DIAMETER ”$BubbleDepartureDiameterPhaselnteraction”

#define UCARG.TAG_LIQUID_TEMPERATURE.CELL ”$CellTemperature”

#define UCARG.TAGLATENTHEAT ”“$LatentHeatPhaselnteraction”

#define UCARG.TAGINFLUENCE AREA ”
$BubbleInfluenceWallAreaFractionPhaselnteraction”

#define UCARG.TAGWALLDRY AREA ”“$WallDryoutAreaFractionPhaselnteraction”

#define UCARG.TAGW_VELOCITY ”Phase0:: W_Velocity”

#define UCARG.TAGDYNAMIC_VISCOSITY ”“$DynamicViscosityLiquid”

#define UCARGTAGUTAU ”$UstarLiquid”

#define UCARG.TAGSATURATION.TEMPERATURE ”“$TemperaturePhaselnteraction”

#define UCARG.TAGLIQUID_TEMPERATUREWALL ”$WallTemperature”

#define UCARG.TAG.SPECIFIC_HEAT ”$SpecificHeatLiquid”

#define UCARG.TAG.THERMAL.CONDUCTIVITY ”$ThermalConductivityLiquid”

#define UCARG.TAGSURFACETENSION ”$SurfaceTensionPhaselnteraction”

#define UCARG.TAGBUBBLEFREQUENCY ”$BubbleDepartureFrequencyPhaselnteraction”

#define UCARG.TAGLIQUIDHTC ”$InternalWallHeatFluxCoefficientBLiquid”

#define UCARG.TAGPREVIOUS_LIQUIDB ”$LiquidBMonitor”

/+ function prototypes =/
void userLiquid_B(

Real= result,

int size ,

int («fc)[2],

Real * DensityLiquid ,

Real * DensityVapor,

CoordReal* NucleationSiteNumberDensityPhaselnteraction,
CoordReal = BubbleDepartureDiameterPhaselnteraction,
CoordReal* TemperatureLiquidCell,

CoordReal » LatentHeatPhaselnteraction,

CoordReal » BubblelnfluenceWallAreaFractionPhaselnteraction ,
CoordReal * WallDryoutAreaFractionPhaselnteraction,

Real * W _VelocityLiquid ,

CoordReal = DynamicViscosityLiquid ,
CoordReal» UstarLiquid,
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CoordReal* TemperaturePhaselnteraction,
CoordReal* TemperatureLiquidWall,
CoordReal* SpecificHeatLiquid ,

CoordReal ThermalConductivityLiquid ,
CoordReal » SurfaceTensionPhaselnteraction,
CoordReal * Frequency,

CoordReal* LiquidHTC,

CoordReal * PreviousLiquidB

)
#endif
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/*

+ ucmodels.c: implementation for shareable application—specific ucode models

*

*/

#include <math.h>
#include <stdio.h>
#include ”ucmodels.h”

/****>(->(->(->(->(->(->(->(->(->(->F>(->(->F>(->(->(->(->(->(->(->(->(->{->(-***>(-*>(->(->(->(->(->(->(->(->(->(->(-*****>(->(->(->(->(->(->(->(->(->F>(-******************

+ userHeatFluxLiquidB

>(-*****************************************************************************/

void userLiquid_B(

Real » result ,

int size,

int («fc)[2],

Real* DensityLiquid,

Real * DensityVapor,

CoordReal* NucleationSiteNumberDensityPhaselnteraction,

CoordReal = BubbleDepartureDiameterPhaselnteraction,

CoordReal * TemperatureLiquidCell,

CoordReal » LatentHeatPhaselnteraction,

CoordReal » BubbleInfluenceWallAreaFractionPhaselnteraction,

CoordReal* WallDryoutAreaFractionPhaselnteraction,

Real * W_VelocityLiquid ,

CoordReal * DynamicViscosityLiquid,

CoordReal UstarLiquid ,

CoordReal* TemperaturePhaselnteraction,

CoordReal* TemperatureLiquidWall,

CoordReal = SpecificHeatLiquid ,

CoordReal » ThermalConductivityLiquid ,

CoordReal * SurfaceTensionPhaselnteraction,

CoordReal = Frequency,

CoordReal* LiquidHTC,

CoordReal * PreviousLiquidB
) A

/+ [0] declarations =/
double pi = 3.1416;
double v_l_center = W_VelocityLiquid[channel_center];
double b = 1.56; // Constant provided by Zuber //
int S = 2; // Constant Provided by Yun //
double phi = pi/18; // Inclination angle of the growing bubble; Provided

by Klausner //

double C_s = 1; // Variable constant in the model; Yun uses C_s=1 //
double Kappa = 0.4; // Constant provided by Klausner //
double Chi = 11; // Constant Provided by Klausner //
double ¢ = 7.4; // Constant Provided by Klausner //
double n = 0.65; // Constant Provided by Klausner //
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double delta_R

= 5E-8§;

double g = 9.81;

double F A = 2;

/+* [1] record user model activation and run parameters =/

int i;

for (i = 0; i != size; ++i)

{

double N = NucleationSiteNumberDensityPhaselnteraction[i];

double

double
double

float rho_l

B_old = PreviousLiquidB[i];

Db = BubbleDepartureDiameterPhaselnteraction[i];
h_fg = LatentHeatPhaselnteraction[i];
DensityLiquid [i];

float rho_v = DensityVapor[i];

double
double
double
double
double
double

mu_l = DynamicViscosityLiquid[i];

u_star = UstarLiquid[i];

T_sat = TemperaturePhaselnteraction[i];
T_wall = TemperatureLiquidWall[i];

T_liqg = TemperatureLiquidCell[fc[i][0]];
c.pl = SpecificHeatLiquid[i];

double k_1 = ThermalConductivityLiquid[i];

double alpha = 91.2+(pi/180); // in radians

double beta = 26.3x(pi/180); // in radians

double sigma = SurfaceTensionPhaselnteraction[i];

double c_ph = 500;

double rho_h = 8000;

double f = Frequency[i];

double v_1 = W_VelocityLiquid[fc[i][O0]]; // Velocity in the z—
direction

double Theta = 1.57;

double
double
double
double
double
double
double
double
double

double

h_1 = LiquidHTCJ1i];
K_.dry = WallDryoutAreaFractionPhaselnteraction[i];

Kquench = BubblelnfluenceWallAreaFractionPhaselnteraction[i];

R = Db/2;

Delta_max = 2E—6; // the maximum height of the microlayer

nu_l = (mu.l)/(rho_l);
PR = c_pl*mu.l/k_1;

eta_l = k_1/(rho_1+c_pl);
Re_b;

Ja_sup, Ja_sat;

double DeltaT_sup = T_wall-T_sat;
double DeltaT_sat = 3;

double DeltaT_sub = T_sat — T_.in;
double Dm, D.1, D.2, h_fc_tot, h_sc;
Dm = 0;

D.1 = 0;

D12 = 0;

h_fc_tot = 0;

h_sc =
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Ja_sup = rho_l*c_plx*(DeltaT_sup)/(rho_v+h_fg);
Ja_sat = rho_lxc_pl+(DeltaT_sat)/(rho_v+h_fg);
double t_star;

/%
Forced Convection
*/
double h_fc, h_fc_totarea;
h_fc = (1.0-K.dry)=h_1;
h_fc_tot = h_fcx(1.0 —Kquench) ;
/%
Nucleation Site Density
*/
if (T_wall>T_sat)
{
double N_max;
double t_g = R+R+pi/(4xbxbxJa_satxJa_satxeta_1);
if (t.g > 1/f)
{ t.g =1/f; }
double Nb = t_g=f=*N;
double P = 1-exp(—N_b*pi*D_b*D_b/4);
N._max = (1-P)=N;
N=N_max;
}
/*
Bubble Departure Diameter Value
*/
if (T_wall > T_sat)
{
for (R = 1E-8; 0.01; R = R + delta_R)
{
double y_.R = R+u_star/nu_l; // The non—dimensionalized position at y =

R //

double U = u_star/Kappa+log(l + Kappa*y_R) + cru_star*(1—exp(—y-R/Chi)
—y-R/Chixexp(—0.33+y_R));

double U_rel = v_l_center-U;

double dU.dY = (u.starxu_star/(nu-l*(1+Kappa*R+u_star/nu_l))+cx*(u_star
+u_star+exp(—R+u_star/nu_l/Chi)/nu_l/Chi—u_star*u_star+exp(—0.33*R
+u_star/nu_l)/nu_1/Chi+0.33+R+u_star+u_star=u_star+exp(—0.33+R=
u_star/nu_l) /(nu_l*nu_1)/Chi));

Re.b = 2+#Ux*R/nu_l;

/*

Surface Tension Force

int i.dw = 40;
double F_sx, F_sy;
double d.w = 2xR/i_dw;

F_sx = (—1.25+d-wxsigmaxpi=(alpha—beta)/(pi*pi—(alpha—beta)+(alpha—beta))) *(
sin (alpha)+sin(beta));

F_sy = —d.wssigmax*pi=(cos(beta) — cos(alpha))/(alpha—beta);

/*

Buoyancy Force
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+/
double F_b;
F.b = 4+pi*(R+R+R)*(rho_.1 — rho_v)xg/3;
/*
Contact Pressure Force
+/

double r_r = 5#R; // Radius of curvature of the bubble at the reference point
on the surface y=0 //

double F_cp;

F_cp = pi*(dwxd.w)=2xsigma/(4xr_r);

/ *
Quasi—Steady Drag Force
*/
double F_gs;
double inner_powl = pow((12/Re_b),n);
double inner_pow2 = pow(0.796 ,n);
double inner_pow3 = pow((inner_powl+inner_pow2),(—-1/n));
F_qs = 6x*pi*nu_l+rho_1+U+R+(0.666667+inner_pow3);
/*
Unsteady Force
+/

double F_du, F.dux, F.duy;

double R_t; // Bubble growth rate, first derivative, second derivative
double R_tt;

double R_ttt;

double t;

t = R«Rxpi/(4+bxb+Ja_sat+Ja_sat+eta_l);

R_t = 2+bxJa_satssqrt(eta_l+t/pi);
R_tt = bxJa_sat=*sqrt(eta_l/(pi*t));
R_ttt = —bxJa_satxsqrt(eta_-l/pi)*(pow(t,(—1.5)))/2;

F.du = —rho_l*pi*pow(R_t,2) *(R_t+R_ttt + 1.5+C_sxpow(R_tt,2));
F_dux = sin(phi)+F_du;
F_duy = cos(phi)+F_du;

/*
Hydrodynamic Force
%/
double F_h;
F_.h = 9+rho_1+U+Uspix(d-wxd-w) /32;
/%
Shear Lift Force
*/
double G_s; // Dimensionless shear rate of oncoming flow
G.s = dUdY=*R/U;
double F_sL;
double part_-1 = 0.5xrho_1+UxUx*pi=(R=*R);
double inpow = (1/(Re_bxRe_b) + 0.014+xG_s*G_s);
F_sL = part_1+3.877+pow(G_s,0.5) »pow(inpow,0.25) ;
/*
Summation of Forces
*/

double Sum_Fx, Sum_Fy, Sum_Slide;
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Sum _Fx
Sum_Fy

F_sx + F_qs + F_bxsin(Theta) + F_dux;
F.sy + F.sL — F_bxcos(Theta) — F_.h + F_.duy + F_cp;

// 1f the sum of x—forces is greater than zero ==> the bubble slides!
if (Dm == 0 && Sum_Fx > 1E-15)
{Dm= 2+R;}
// If sum of y—forces is greater than zero ==> the bubble lifts off!
if (D1 == 0 && Sum_Fy> 1E-15 )
{ D.1 = 2«R; }
if (D1 >0&&Dm>0)
{ break;}

//Maximum Eo is set at 0.1:

double D_I.max = sqrt(0.1lxsigma/((rho_l-rho_v)=g));
D_.12 = D_.l.max;

double R_1_max = D_.1.max/2.0;

delta_R = 5E-7;

Bubble Lift—off Diameter Value

for (R = 1E-7; R <= R.I.max; R = R + delta_R)

{

double y_-R = R+u_star/nu_l; // The non—-dimensionalized position at y =
R //

double U = u_.star/Kappaxlog(1l + Kappa*y_-R) + cxu_star*(1—exp(—y-R/Chi)
—y_-R/Chixexp(—0.33xy_R));

double U_rel = v_l_center—-U; // Relative velocity for once the bubble
starts to slide

double dU.dY = (u.starxu_star/(nu_l*(1+Kappa*R+u_star/nu_l))+cx*(u_star
su_star+exp(—R+u_star/nu_l/Chi)/nu_l/Chi—u_star*u_star+exp(—0.33*R
su_star/nu_l)/nu_1/Chi+0.33+R+u_star+u_star=u_star+exp(—0.33*R»
u_star/nu_l) /(nu_l*nu_1)/Chi));

Re.b = 2+UsxR/nu_l;

double Re_b_sliding = 2:+U_rel+*R/nu.l;

/*

Buoyancy Force

double F_b = 4+pi*(R+R+R)*(rho_l — rho_v)=g/3;
/*

Unsteady Force

double t_sliding , R_t_sliding , R_tt_sliding , R_ttt_sliding,
F_du_sliding;

double t_sliding = R+Rxpi/(4xbxbxJa_sup=Ja_sup=eta_l);

double R_t_sliding = 2+bxJa_sup=sqrt(eta_l+t_sliding/pi);

double R_tt_sliding = bxJa_sup=*sqrt(eta_l/(pi*t_sliding)); // include
this for Yun’s subcooling: — bxq_1/(s*h_fgxrho_v);

double R_ttt_sliding = —bxJa_sup=*sqrt(eta_l/pi)=*(pow(t_sliding ,(—1.5))
)/2;

double F_du_sliding = —rho_l+*pi*pow(R_t_sliding ,2) *(R_t_sliding=
R_ttt_sliding + 1.5+C_s*pow(R_tt_sliding ,2));

/%
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Shear Lift Force

double G_s_sliding = fabs(dU.dY*R/U_rel);

double part_1_slide = 0.5*rho_l*U_rel+*U_rel+pix*(R+R);

double inpow_slide = (1/(Re_b_sliding*Re_b_sliding) + 0.014%
G_s_sliding*G_s_sliding);

double F_sL_sliding = part_1_slide+3.877+pow(G_s_sliding ,0.5) *pow (
inpow_slide ,0.25) ;

double Sum_Slide = F_du._sliding—F_bxcos(Theta)+F_sL_sliding;
if (D12 == 0 && Sum_Slide > 1E-10)

{D_.12 = 24R;
break;}

}

R = Db/2;

double y_.R = Rxu_star/nu_l; // The non—dimensionalized position at y = R //

double U = u_star/Kappa*log (1l + Kappar*y_-R) + cxu_star+(1—exp(—y-R/Chi)—y_R/Chi
+exp(—0.33*xy_R));

Re.b = 2:UsxR/nu_.l;

}

R = Db/2;

/*

Sliding Conduction

*/

/#Sliding bubble effect is calculated using the properties of the fluid to
reform the fluid

layer over which the bubble slides. Need to know both the bubble departure
diameter (D.m) and

the bubble departure liftoff diameter (D_1). These values come from the force
balance bubble

departure model. The sliding time is calculated based on a correlation by Basu
o/

double 1, 12;

double q._sc = 5E-5;

double s, t_sl, t_g;

double a_sl, D.avg, R_f, A_sl;

double h_fcl, h_fc2;

if (D1 >=Dm )

if (T_-wall — T_sat >0)

{
if (D12 > Dam)

{
s = 1/sqrt(N); // Spacing between bubbles
t_sl = s/v_l;
t.g = R+R«+pi/(4+bsb+Ja_sup+Ja_sup=+eta_l);

double fraction, D_sl, D_star, 1, D_.add;

fraction = t_slxeta_l+Ja_sup /(15+(0.015+0.0023+sqrt(Re_b))+(0.04+0.023+sqrt(
Ja_sub)));

D_sl = sqrt(fraction + Dm+Dm); // the bubble diameter after sliding a

”

distance ”s
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// Now check if the bubble is greater than D_l. If not, absorb a bubble and
check again.
double N._merg, t_sl_star , s_star;

if (D.sl > D_12)
// Then need to calculate at what distance it reached D_l
{ t_sl_star = (D_.12+D_12 — Dm+Dm)*(15%(0.015+0.0023*sqrt(Re_b))
+(0.04+0.023+sqrt(Ja-sub)))/(eta_l+Ja_sup);

s_star = t_sl_star= v_l;
// And then calculate total sliding distance:
]l = s_star;

// After sliding a distance ”s”:
if (D.sl < D_12)
{
// loop (while bubble is sliding until it reaches D_.I)
for ( N.merg = 1; N.merg <= 1000; N._merg = N._merg + 1 )
// Absorb a bubble
D_.add = Dm;
D_star = pow(D_sl+D_sl+*D_sl+D_add+*D_add+*D_add ,0.3333) ;

// Check if it is now greater than D_]
if (D_star > D_12)

{ s_star = 0;

break; }

// Otherwise it slides again
D_sl = sqrt(fraction + D_starxD_star);

if (D.sl > D_12)
// Then need to calculate at what distance it
reached D_1
{ t_sl_star = (D_.12+D_12 — D_star*D_star)
+(15+(0.015+0.0023+sqrt(Re_b))
+(0.04+0.023+sqrt(Ja-sub)))/(eta_l+Ja_sup)
s_star = t_sl_stars* v_1;
break;

}

// Then calculate total distance traveled by a bubble:
1 = s*N_merg + s_star;
}
1
// 1f it predicts the lift —off diameter less than Dm then have it slide one
bubble diameter in length
if (D12 <= Dm)
{12=Dm;}

// To calculate the total area swept by sliding bubbles:

D.avg = Dm + 0.5%(D_12-Dm); // average bubble size while sliding
a_sl = D.avg+l; // area swept by one bubble

s = 1/sqrt(N); // Spacing between bubbles

Rf = 1/(1/s+1);
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// If it slides less than the spacing between two nucleation sites:

if (l<s)
{R-f = 1;}

// Decrease the number of nucleation sites by using this reduction factor

N = R_f=N;

// The sliding conduction takes place in parts of the area until the thermal
layer is reformed. This is calculated by equating the forced convection
term

// to the transient conduction term to see when the forced convection term
becomes a greater value.

t_star = k_1+k_1/(h_fcxh_fcxpixeta_l);

if (t_star > (1/f) )

{ t_star = (1/1f); }

// Calculate the heat flux for sliding conduction using the time for sliding
conduction to occur:

h_sc = (2xk_1+N+fxra_slxt_star/sqrt(pireta_l«t_star));

/*

Modify Forced Convection

*/
// Now to account for the area over which this occurs:
h_fcl = h_fc*(1.0 -Kquench)+(1.0—a_s1«N); // over heater unaffected by bubbles
if (h_fcl<0)
{h_fcl = 0;}

h_fc2 = h_fc*(1.0 —-Kquench)+*a_sl«N«(1.0—t_star+f); // over the sliding
convection area
h_fc_tot = h_fcl + h_fc2;

}

[/77777/7/77/7/7/7/7/7/7// 1f there is no sliding conduction because D_.l <= Dm then:
if (T_wall > T_sat)

if (D.1 < Dm)
{
1=Dm;
D_avg = Dm; // average bubble size while sliding
a_sl = D_avg=l;
t_star = k_1+k_1/(h_fc+h_fcxpireta_l);
if (tostar > (1/f) )
{ t_star = (1/1f); }
// Calculate the heat flux for sliding conduction using the
time for sliding conduction to occur:
h_sc = (2+xk_1+N+fxra_slxt_star/sqrt(pixeta_l+t_star));
}
¥
double h_tot = (h_fc_tot + h_sc);
result[i] = 0.1x(h_tot—B_old)+B_old;

}
}
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Liquid Coefficient C

/*

+ uclib.c: registration for shareable application—specific ucode models

*

+/
#include ”“ucmodels.h”
void uclib ()

{

/>(->(->(->(->6>{->(-*’(—*******X—******>(->(->(-*******************>(->{->(->(->F>(->(-***************************

* user

>(->(->(->(-**************>(->(->(->(->(-***********>(->(->(->(->(->(->(->(->(->F>(->(-*>(->(-*>(->(-*>(->(-***********************/

ucfunc (
/% void =func +/ userLiquid.C,
/+ char =type x/ UCFUNC_TYPE_SCALARBP,
/* char s*name »/ UCFUNC_TAG_HEATFLUX_LIQUID_C
)
ucarg (
/% void =func +/ userLiquid.C,
/+ char =type =/ "Face”,
/* char =name x/ ”"FaceCelllndex”,
/% int size x/ sizeof (int[2])
);
ucarg (
/+ void =func +/ userLiquid_C,
/+* char =type =/ "Cell”,
/% char =variable %/ UCARG_TAG_LIQUID_DENSITY,
/* int size x/ sizeof (Real)
);
ucarg (
/* void =func +/ userLiquid.C,
/* char =type =/ "Cell”,
/+* char =variable x/ UCARG.TAG_.VAPORDENSITY,
/* int size %/ sizeof (Real)
);
ucarg (
/+ void =func +/ userLiquid_C,
/* char =type =/ ”"Face”,
/* char =variable */ UCARG.TAGNUCLEATION_SITES,
/* int size %/ sizeof (CoordReal)
);
ucarg (
/* void =func +/ userLiquid_C,
/* char xtype +/ "Face”,
/#* char =variable »/ UCARG.TAG_BUBBLE.DIAMETER,
/% int size %/ sizeof (CoordReal)
);
ucarg (
158

CASL-U-2014-0205-000



A USER CODE FILES L. Gilman
/* void =func +/ userLiquid_C,
/+* char =type +/ 7Cell”,
/+ char svariable x/ UCARG.TAG_LIQUID_.TEMPERATURE_CELL,
/* int size x/ sizeof (CoordReal)
);
ucarg (
/% void =func +/ userLiquid_C,
/+ char =type +/ 7Cell”,
/#* char =variable x/ UCARG.TAGLATENT_HEAT,
/* int size x/ sizeof (CoordReal)
)
ucarg (
/% void =func +/ userLiquid.C,
/+ char =type +/ "Face”,
/% char =variable %/ UCARG.TAGINFLUENCE_AREA,
/* int size x/ sizeof (CoordReal)
);
ucarg (
/+ void =*func +/ userLiquid_C,
/+* char =type =/ "Face”,
/+* char =variable x/ UCARG.TAGWALLDRY_AREA,
/* int size x/ sizeof (CoordReal)
);
ucarg (
/* void =func +/ userLiquid.C,
/* char =type =/ "Cell”,
/* char =variable x/ UCARG.TAGW_VELOCITY,
/* int size %/ sizeof (Real)
);
ucarg (
/+ void =func +/ userLiquid_C,
/* char =type =/ "Cell”,
/% char =variable %/ UCARG.TAGDYNAMIC_VISCOSITY,
/* int size %/ sizeof (CoordReal)
);
ucarg (
/* void =func +/ userLiquid_C,
/+* char =type +/ "Face”,
/* char =variable »x/ UCARG.TAG.U.TAU,
/* int size %/ sizeof (CoordReal)
)
ucarg (
/+ void =func +/ userLiquid_C,
/+ char =type +/ 7Cell”,
/* char =variable x/ UCARG.TAGSATURATION.TEMPERATURE,
/* int size x/ sizeof (CoordReal)
)
ucarg (
/% void =func +/ userLiquid.C,
/+ char =type =/ "Face”,
/+ char *variable x/ UCARG.TAG_LIQUID.TEMPERATURE WALL,
/* int size x/ sizeof (CoordReal)
);
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ucarg (
/* void
/* char
/* char
/* int
);
ucarg (
/% void
/* char
/* char
/* int
);
ucarg (
/* void
/* char
/* char
/* int
);
ucarg (
/* void
/* char
/% char
/* int
);
ucarg (
/* void
/% char
/* char
/* int
);
ucarg (
/* void
/% char
/* char
/* int
)
}
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*+/

*/
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*/

*/
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*/

*/
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*/

*/
*/
*/
*/

*/
*/
*/

userLiquid.C,

"Cell”,
UCARG.TAG_SPECIFIC_HEAT,
sizeof (CoordReal)

userLiquid_C,

"Cell”,
UCARG.TAG_ THERMAL CONDUCTIVITY,
sizeof (CoordReal)

userLiquid_C,

"Cell”,
UCARG.TAG_SURFACE_TENSION,
sizeof (CoordReal)

userLiquid-C,

"Face”,

UCARG_TAG.BUBBLE _FREQUENCY,
sizeof (CoordReal)

userLiquid-C,

"Face”,
UCARG_TAG_LIQUID_HTC,
sizeof (CoordReal)

userLiquid-C,

”"Face”,
UCARG_TAG_PREVIOUS_LIQUID_C,
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/ *

+ ucmodels.h: implementation of shareable application—specific ucode models

*

*/

#ifndef UCMODELSH

#define UCMODELSH

#include ”uclib.h”

/+ output field presentation names =/

#define UCFUNC_.TAGHEATFLUXLIQUID.C ”“LiquidCoeff_C”

/+ input field solver names =/

#define UCARG.TAG_LIQUID_DENSITY “Phase0:: Density”

#define UCARG.TAG_VAPORDENSITY ”Phasel :: Density”

#define UCARG.TAGNUCLEATION.SITES ”
$NucleationSiteNumberDensityPhaselnteraction”

#define UCARG.TAGBUBBLE DIAMETER ”$BubbleDepartureDiameterPhaselnteraction”

#define UCARG.TAG_LIQUID.TEMPERATURE CELL ”$TemperatureLiquid”
#define UCARG.TAGLATENTHEAT ”$LatentHeatPhaselnteraction”

#define

UCARG_TAGINFLUENCE_AREA ”

$BubblelnfluenceWallAreaFractionPhaselnteraction”
UCARG.TAGWALL DRY AREA ”"$WallDryoutAreaFractionPhaselnteraction”

#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define

UCARG.TAG.W_VELOCITY “Phase0:: W_Velocity”
UCARG.TAGDYNAMIC_VISCOSITY ”$DynamicViscosityLiquid”
UCARG.TAG.UTAU ”$UstarLiquid”

UCARG.TAGSATURATION.TEMPERATURE ”$TemperaturePhaselnteraction’

UCARG.TAG_LIQUID_TEMPERATURE.WALL ”$TemperatureLiquid”
UCARG_TAG_SPECIFIC_ HEAT ”$SpecificHeatLiquid”
UCARG.TAG.THERMAL.CONDUCTIVITY ”$ThermalConductivityLiquid”
UCARG_TAGSURFACE_TENSION ”$SurfaceTensionPhaselnteraction”

7

UCARG_TAG_BUBBLE_ FREQUENCY ”$BubbleDepartureFrequencyPhaselnteraction”

UCARG.TAGLIQUID HTC ”$InternalWallHeatFluxCoefficientBLiquid”
UCARG_TAG_PREVIOUS_LIQUID.C ”$LiquidCMonitor”

/+ function prototypes =/
void userLiquid_C (

Real= result,

int size,

int («fc)[2],

Real * DensityLiquid ,

Real * DensityVapor,

CoordReal» NucleationSiteNumberDensityPhaselnteraction,
CoordReal BubbleDepartureDiameterPhaselnteraction,
CoordReal* TemperatureLiquidCell,

CoordReal * LatentHeatPhaselnteraction,

CoordReal » BubbleInfluenceWallAreaFractionPhaselnteraction,
CoordReal* WallDryoutAreaFractionPhaselnteraction,
Real+ W_VelocityLiquid,

CoordReal * DynamicViscosityLiquid,

CoordReal UstarLiquid ,

CoordReal = TemperaturePhaselnteraction,

CoordReal* TemperatureLiquidWall,
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CoordReal* SpecificHeatLiquid ,
CoordReal = ThermalConductivityLiquid ,
CoordReal » SurfaceTensionPhaselnteraction,
CoordReal » Frequency,
CoordReal = LiquidHTC,
CoordReal * PreviousLiquidC

)

#endif

162
CASL-U-2014-0205-000



A USER CODE FILES L. Gilman

/ *

+ ucmodels.c: implementation for shareable application—specific ucode models

*

+/

#include <math.h>
#include <stdio.h>
#include ”ucmodels.h”

/****>(->(->(->(->(->(->(->(->(->(->F>(->(->F>(->(->(->(->(->(->(->(->(->{->(-***>(-*>(->(->(->(->(->(->(->(->(->(->(-*****>(->(->(->(->(->(->(->(->(->F>(-******************

+ userHeatFluxLiquidC

>(-*****************************************************************************/

void userLiquid_C(

Real » result ,

int size,

int («fc)[2],

Real* DensityLiquid,

Real * DensityVapor,

CoordReal* NucleationSiteNumberDensityPhaselnteraction,
CoordReal = BubbleDepartureDiameterPhaselnteraction,
CoordReal * TemperatureLiquidCell,

CoordReal » LatentHeatPhaselnteraction,

CoordReal » BubbleInfluenceWallAreaFractionPhaselnteraction,
CoordReal* WallDryoutAreaFractionPhaselnteraction,
Real+ W _VelocityLiquid,

CoordReal * DynamicViscosityLiquid,
CoordReal UstarLiquid ,

CoordReal* TemperaturePhaselnteraction,
CoordReal * TemperatureLiquidWall,
CoordReal * SpecificHeatLiquid ,

CoordReal » ThermalConductivityLiquid ,
CoordReal * SurfaceTensionPhaselnteraction,
CoordReal = Frequency,

CoordReal* LiquidHTC,

CoordReal * PreviousLiquidC

) |
/+ [0] declarations =/

double pi = 3.1416;

double v_l_center = W_VelocityLiquid[channel_center];

double b = 1.56; // Constant provided by Zuber //

int S = 2; // Constant Provided by Yun //

double phi = pi/18; // Inclination angle of the growing bubble; Provided
by Klausner //

double C_s = 1; // Variable constant in the model; Yun uses C_s=1 //

double Kappa = 0.4; // Constant provided by Klausner //

double Chi = 11; // Constant Provided by Klausner //

double ¢ = 7.4; // Constant Provided by Klausner //

double n = 0.65; // Constant Provided by Klausner //
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double delta_.R = 5E-8;
double g = 9.81;
double F A = 2;

/* [1] record user model activation and run parameters =/

int 1i;
for (i = 0; i != size; ++i)
{
double N = NucleationSiteNumberDensityPhaselnteraction[i];
double C_.old = PreviousLiquidCJ[i];
double Db = BubbleDepartureDiameterPhaselnteraction[i];
double h_fg = LatentHeatPhaselnteraction[i];
float rho.l1 = DensityLiquid[i];
float rho_v = DensityVapor[i];
double mu_l = DynamicViscosityLiquid[i];
double u_star = UstarLiquid[i];
double T_sat = TemperaturePhaselnteraction[i];
double T_wall = TemperatureLiquidWall[i];
double T_liq = TemperatureLiquidCell[fc[i][0]];
double c_pl = SpecificHeatLiquid[i];
double k_1 = ThermalConductivityLiquid[i];
double alpha = 91.2+(pi/180); // in radians
double beta = 26.3x(pi/180); // in radians
double sigma = SurfaceTensionPhaselnteraction[i];
double c_ph = 500;
double rho_h = 8000;
double f = Frequency[il];
double v_1 = W_VelocityLiquid[fc[i][O0]]; // Velocity in the z—
direction
double Theta = 1.57;
double h_1 = LiquidHTCJ[i];
double K_dry = WallDryoutAreaFractionPhaselnteraction[i];
double Kquench = BubblelnfluenceWallAreaFractionPhaselnteraction[i];
double R = Db /2;
double Delta_max = 2E—6; // the maximum height of the microlayer
double nu_.l = (mu.l)/(rho_1);
double PR = c_pl+mu.l/k_l;
double eta_l = k_1/(rho_lxc_pl);
double Re_b;
double Ja_sup, Ja_sat;
double DeltaT_sup = T_wall-T_sat;
double DeltaT_sat = 3;
double Dm, D.1, D.2, h_fc_tot, h_sc;
Dm = 0;
D.1 = 0;
D12 = 0;
h_fc_tot = 0;
h_sc = 0;
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Ja_sup = rho_l*c_plx*(DeltaT_sup)/(rho_v+h_fg);
Ja_sat = rho_lxc_pl+(DeltaT_sat)/(rho_v+h_fg);
double t_star;

/%
Forced Convection
*/
double h_fc, h_fc_totarea;
h_fc = (1.0-K.dry)=h_1;
h_fc_tot = h_fcx(1.0 —Kquench) ;
/%
Nucleation Site Density
*/
if (T_wall>T_sat)
{
double N_max;
double t_g = R+R+pi/(4xbxbxJa_satxJa_satxeta_1);
if (t.g > 1/f)
{ t.g =1/f; }
double Nb = t_g=f=*N;
double P = 1-exp(—N_b*pi*D_b*D_b/4);
N.max = (1-P)=N;
N=N_max;
}
/*
Bubble Departure Diameter Value
*/
if (T_wall > T_sat)
{
for (R = 1E-8; 0.01; R = R + delta_R)
{
double y_.R = R+u_star/nu_l; // The non—dimensionalized position at y = R
//

double U = u_star/Kappa+log(l + Kappa*y_R) + cru_star*(1—exp(—y-R/Chi)
—y-R/Chixexp(—0.33+y_R));

double U_rel = v_l_center-U;

double dU.dY = (u.starxu_star/(nu-l*(1+Kappa*R+u_star/nu_l))+cx*(u_star
+u_star+exp(—R+u_star/nu_l/Chi)/nu_l/Chi—u_star*u_star+exp(—0.33*R
+u_star/nu_l)/nu_1/Chi+0.33+R+u_star+u_star=u_star+exp(—0.33+R=
u_star/nu_l) /(nu_l*nu_1)/Chi));

Re.b = 2+#Ux*R/nu_l;

/*

Surface Tension Force

int i.dw = 40;
double F_sx, F_sy;
double d.w = 2xR/i_dw;

F_sx = (—1.25+d_wxsigma=+pi+(alpha—beta)/(pi*pi—(alpha—beta)x(alpha—beta))) *(
sin (alpha)+sin(beta));

F_sy = —d_-w=sigmax*pi=(cos(beta) — cos(alpha))/(alpha—beta);

/*
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Buoyancy Force

+/
double F_b;
F.b = 4+pi*(R+R+R)*(rho_.1 — rho_v)x*g/3;
/*
Contact Pressure Force
+/

double r_r = 5+R; // Radius of curvature of the bubble at the reference point
on the surface y=0 //

double F_cp;

F_cp = pix(d-w=sd-w)*2xsigma/(4*r_r);

/*
Quasi—Steady Drag Force
*/
double F_gs;
double inner_powl = pow((12/Re_b) ,n);
double inner_pow2 = pow(0.796,n);
double inner_pow3 = pow((inner_powl+inner_pow2),(—1/n));
F_gqs = 6+pi*nu_l*rho_1+U+R+(0.666667+inner_pow3);
/ *
Unsteady Force
o/

double F_.du, F_dux, F_duy;

double R_t; // Bubble growth rate, first derivative, second derivative
double R_tt;

double R_ttt;

double t;

t = R«Rxpi/(4+bsb+Ja_sat+Ja_sat+eta_l);

~
Il

2+b+Ja_satssqrt(eta_l+t/pi);
R_tt = bxJa_satssqrt(eta_l/(pi*t));
R_ttt = —bxJa_sat=*sqrt(eta_1/pi)=*(pow(t,(—1.5)))/2;

F.du = —rho_l*pi*pow(R_t,2) *(R_t+R_ttt + 1.5+C_sxpow(R_tt,2));
F_.dux = sin(phi)+F_du;
F_duy = cos(phi)+F_du;

/*
Hydrodynamic Force
*/
double F_h;
F_.h = 9+rho_1+UsUspix(d-wxd-w) /32;
/*
Shear Lift Force
*/

double G.s; // Dimensionless shear rate of oncoming flow
G.s = dUdY=*R/U;

double F_sL;

double part_-1 = 0.5*xrho_1+UxUxpi=(R+R);

double inpow = (1/(Re_bxRe_b) + 0.014xG_s*xG_s);

F_sL = part_1+3.877+pow(G_s,0.5) *pow(inpow,0.25) ;
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/*
Summation of Forces
o
double Sum_Fx, Sum_Fy, Sum_Slide;
Sum_Fx = F.sx + F_qs + F_bxsin(Theta) + F_dux;
Sum Fy = F_.sy + F.sL — F_bx*cos(Theta) — F.h + F.duy + F_cp;
// 1f the sum of x—forces is greater than zero ==> the bubble slides!
if (Dm == 0 && Sum_Fx > 1E-15)
{Dm= 2+R;}
// If sum of y—forces is greater than zero ==> the bubble lifts off!
if(D.l == 0 && Sum_Fy> 1E-15 )
{ D1 = 2«R; }
if (D1 >0&& Dm > 0 )
{ break;}
}
//Maximum Eo is set at 0.1:
double D_I.max = sqrt(0.1l+sigma/((rho_-l-rho_v)=+g));
D_12 = D_.l_max;
double R_1_max = D_.1.max/2.0;
/*
Bubble Lift—off Diameter Value
*/

for (R = 1E-7; R <= R.I.max; R = R + delta_R)

{

double y_-R = R+u_star/nu_l; // The non—dimensionalized position at y =
R //

double U = u_star/Kappaxlog(l + Kappax*y_R) + cru_star*(1—exp(—y_-R/Chi)
—y-R/Chixexp(—0.33+y_R));

double U_rel = v_l_center—U; // Relative velocity for once the bubble
starts to slide

double dU.dY = (u.starxu_star/(nu-l*(1+Kappa*R+u_star/nu_l))+cx*(u_star
+u_star+exp(—R+u_star/nu_l/Chi)/nu_l/Chi—u_star+u_star+exp(—0.33+R
su_star/nu_l)/nu_1/Chi+0.33*R+u_star*u_star*u_star+exp(—0.33+Rx
u_star/nu_l)/(nu_l*nu_1)/Chi));

Re.b = 2:Ux*R/nu_l;

double Re_b_sliding = 2+U_rel+*R/nu_l;

/%
Buoyancy Force
*/
double F_b = 4+pi*(R+R+R)*(rho_l — rho_v)=g/3;
/%
Unsteady Force
*/

double t_sliding , R_t_sliding , R_tt_sliding , R_ttt_sliding,
F_du_sliding;

double t_sliding = R+R+pi/(4xbxbxJa_sup=Ja_sup=eta_l);

double R_t_sliding = 2+bxJa_sup=sqrt(eta_l+t_sliding/pi);

double R_tt_sliding = bxJa_supx*sqrt(eta_l/(pi*t_sliding)); // include
this for Yun’s subcooling: — bxq_1/(s*+h_fg*rho_v);

double R_ttt_sliding = —bxJa_sup=sqrt(eta_l/pi)=*(pow(t_sliding ,(—1.5))
)/2;
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double F_du_sliding = —rho_l+*pi*pow(R_t_sliding ,2) *(R_t_sliding+
R_ttt_sliding + 1.5+C_sspow(R_tt_sliding ,2));

/ *
Shear Lift Force

double G_s_sliding = fabs(dU.dY*R/U_rel);

double part_1_slide = 0.5x*rho_1*U_rel*U_rel+pi=(R+R);

double inpow_slide = (1/(Re_b_sliding*Re_b_sliding) + 0.014x
G_s_sliding*G_s_sliding);

double F_sL_sliding = part_1_slide+3.877+pow(G_s_sliding ,0.5) *pow (
inpow_slide ,0.25) ;

double Sum_Slide = F_du._sliding—-F_bxcos(Theta)+F_sL_sliding;

if (D.12 == 0 && Sum_Slide > 1E-10)

{D_12 = 2xR;
break;}

}

R = Db/2;

double y_.R = R+u_star/nu_l; // The non—-dimensionalized position at y = R //

double U = u_star/Kappaxlog(l + Kappa*y_-R) + cru_star*(1—exp(—y_-R/Chi)—y_R/Chi
+exp(—0.33xy_R));

Re.b = 2:U*R/nu_l;

}

R = Db/2;

/*

Sliding Conduction

*/

/+Sliding bubble effect is calculated using the properties of the fluid to
reform the fluid

layer over which the bubble slides. Need to know both the bubble departure
diameter (D.m) and

the bubble departure liftoff diameter (D_l). These values come from the force
balance bubble

departure model. The sliding time is calculated based on a correlation by Basu
#/

double 1, 12;

double q.sc = 5E-5;

double s, t_sl, t_g;

double a_sl, D.avg, R_f, A_sl;

double h_fcl, h_fc2;

if (D1 >=Dm )

{
if (T_wall — T_sat >0)

if (D12 > Dm)
s = 1/sqrt(N); // Spacing between bubbles

t_sl = s/v_.l;
t.g = R«Rxpi/(4+bsbxJa_sup*Ja_sup=*eta_l);
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double fraction, D_sl, D_star, 1, D.add;

fraction = t_sl=xeta_l+Ja_sup /(15%(0.015+0.0023*sqrt(Re_b))*(0.04+0.023*sqrt(
Ja_sub)));
D_sl = sqrt(fraction + Dm+Dm); // the bubble diameter after sliding a

v

distance ”s

// Now check if the bubble is greater than D_.l. If not, absorb a bubble and
check again.
double N_merg, t_sl_star , s_star;

if (D.sl > D_12)
// Then need to calculate at what distance it reached D_1
{ t_sl_star = (D_.12xD_12 — Dm+*Dm) %(15%(0.015+0.0023*sqrt(Re_b))
+(0.04+0.023+sqrt(Ja-sub)))/(eta_-l+Ja_sup);

s_star = t_sl_starx v_l;

// And then calculate total sliding distance:
1 = s_star;

¥

”,

// After sliding a distance ”s
if (D.sl < D.12)
{
// loop (while bubble is sliding until it reaches D_.I)
for ( N.merg = 1; N.merg <= 1000; N.merg = N.merg + 1 )
// Absorb a bubble
D_.add = Dum;
D_star = pow(D_sl*D_sl+D_sl+D_add+D_add+D_add,0.3333) ;

// Check if it is now greater than D_l
if (D_star > D_12)

{ s_star = 0;

break; }

// Otherwise it slides again
D_sl = sqrt(fraction + D_starxD_star);

if (D.sl > D_12)
// Then need to calculate at what distance it
reached D_l
{ t_sl_star = (D.12+D_12 — D_star=D_star)
+(15%(0.015+0.0023*sqrt(Re_b))
+(0.04+0.023+sqrt(Ja-sub)))/(eta_l*Ja_sup)
s_star = t_sl_star* v_l;
break;

}

// Then calculate total distance traveled by a bubble:
l = s*N._merg + s_star;

}
12 = 1;
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// If it predicts the lift —off diameter less than Dm then have it slide one
bubble diameter in length
if (D12 <= D)
{12=Dm; }
// To calculate the total area swept by sliding bubbles:
D.avg = Dm + 0.5%(D_12-Dam); // average bubble size while sliding
a_sl = D.avg+12; // area swept by one bubble
s = 1/sqrt(N); // Spacing between bubbles
R.f = 1/(12/s+1);

// 1f it slides less than the spacing between two nucleation sites:

if (12<s)
{Rf = 1;}

// Decrease the number of nucleation sites by using this reduction factor

N = R_f=N;

// The sliding conduction takes place in parts of the area until the thermal
layer is reformed. This is calculated by equating the forced convection
term

// to the transient conduction term to see when the forced convection term
becomes a greater value.

t_star = k_1+k_1/(h_fc+h_fcxpixeta_l);

if (t_star > (1/f) )

{ t_star = (1/f); }

// Calculate the heat flux for sliding conduction using the time for sliding
conduction to occur:

h_sc = (2xk_1+N+fxa_slxt_star/sqrt(pixeta_l=t_star));

/*

Modify Forced Convection

*/
// Now to account for the area over which this occurs:
h_fcl = h_fc*(1.0 —Kquench)*(1.0 —a_s1«N); // over heater unaffected by bubbles
if (h_fcl<0)
{h_fcl = 0;}

h_fc2 = h_fc*(1.0 —Kquench)*a_sl«N«(1.0—t_star=f); // over the sliding
convection area
h_fc_tot = h_fcl + h_fc2;

}

/11777777777 //7/7/// 1f there is no sliding conduction because D.1 <= Dm then:
if (T_wall > T_sat)

if (D.l < Dm)
{
12=D.m;
D_avg = Dm; // average bubble size while sliding
a_sl = D_avg=+12;
t_star = k_1+k_1/(h_fc+h_fcxpireta_l);
if (t-star > (1/f) )
{ t_star = (1/f); }
// Calculate the heat flux for sliding conduction using the
time for sliding conduction to occur:
h_sc = (2xk_1*Nxfxa_slxt_star/sqrt(pixeta_l+t_star));
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}

double h_tot = (h_fc_tot + h_sc);
result[i] = 0.1*(—h_tot—C_old)+C_old;

}
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Phase Interaction Coefficient A

/*

+ uclib.c: registration for shareable application—specific ucode models

*

+/
#include ”“ucmodels.h”
void uclib ()

{

/>(->(->(->(->6>{->(-*’(—*******X—******>(->(->(-*******************>(->{->(->(->F>(->(-***************************

* user

>(->(->(->(-**************>(->(->(->(->(-***********>(->(->(->(->(->(->(->(->(->F>(->(-*>(->(-*>(->(-*>(->(-***********************/

ucfunc (
/% void =func +/ userPhaselnteraction_A,
/+ char =type x/ UCFUNC_TYPE_SCALAR BP,
/* char s*name »/ UCFUNC_.TAG_HEATFLUX_LIQUID_A
)
ucarg (
/% void =func +/ userPhaselnteraction_A,
/+ char =type =/ "Face”,
/* char =name x/ ”"FaceCelllndex”,
/% int size x/ sizeof (int[2])
);
ucarg (
/% void =func +/ userPhaselnteraction_A,
/+* char =type =/ "Cell”,
/% char =variable %/ UCARG.TAG_LIQUID_DENSITY,
/* int size x/ sizeof (Real)
);
ucarg (
/% void =func +/ userPhaselnteraction_A,
/* char =type =/ "Cell”,
/+* char =variable x/ UCARG.TAG_.VAPORDENSITY,
/* int size %/ sizeof (Real)
);
ucarg (
/+ void =func x/ userPhaselnteraction_A,
/* char xtype =/ ”"Face”,
/#* char =variable */ UCARG.TAGNUCLEATION_SITES,
/* int size %/ sizeof (CoordReal)
);
ucarg (
/* void =func x/ userPhaselnteraction_A,
/* char xtype +/ "Face”,
/* char =variable »/ UCARG_.TAG_BUBBLE_DIAMETER,
/% int size %/ sizeof (CoordReal)
);
ucarg (
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/% void
/* char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
)
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/% int
);
ucarg (
/% void
/% char
/* char
/* int
)
ucarg (
/% void
/* char
/% char
/* int
)

ucarg (

*func

*type

*variable
size

*func

*type

=variable
size

*func

*type

*variable
size

*func

*type

*variable
size

= func
*type
*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size

*func

*type

*variable
size
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*/
*/
*/
*/

*/
*/

*+/

*/

*+/
*+/

*/
*/
*+/
*/

*/
*/
*/
*/

+/

*/
*/

*/
*/
*/

*/
*/
*/
*/

*/
*/
*/
*/

userPhaselnteraction_A ,

”Cell”,
UCARG_TAG_LIQUID_TEMPERATURE_CELL,
sizeof (CoordReal)

userPhaselnteraction_A ,
"Cell”,
UCARG.TAGLATENT HEAT,
sizeof (CoordReal)

userPhaselnteraction_A ,
"Face”,
UCARG_TAGINFLUENCE_AREA,
sizeof (CoordReal)

userPhaselnteraction_A ,
”"Face”,
UCARG.TAGWALLDRY_AREA,
sizeof (CoordReal)

userPhaselnteraction_A ,
"Cell”,
UCARG_TAG_W_VELOCITY,
sizeof (Real)

userPhaselnteraction_A ,
7Cell”,
UCARG_TAG_DYNAMIC_VISCOSITY,
sizeof (CoordReal)

userPhaselnteraction_A ,
”"Face”,
UCARG.TAG.U_TAU,

sizeof (CoordReal)

userPhaselnteraction_A ,

7Cell”,
UCARG_TAGSATURATION_TEMPERATURE,
sizeof (CoordReal)

userPhaselnteraction_A ,

"Face”,
UCARG_TAG_LIQUID_TEMPERATURE WALL,
sizeof (CoordReal)
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/% void
/* char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
)
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
);
ucarg (
/% void
/% char
/% char
/* int
);
}
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*/
*/
*/
*/

*/
*/

*+/

*/

*+/
*+/

*/
*/
*+/
*/

*/
*/
*/
*/

userPhaselnteraction_A ,
”Cell”,
UCARG_TAG_SPECIFIC_HEAT,
sizeof (CoordReal)

userPhaselnteraction_A ,

"Cell”,

UCARG_TAG.THERMAL CONDUCTIVITY,
sizeof (CoordReal)

userPhaselnteraction_A ,
"Cell”,
UCARG_TAG_SURFACE_TENSION,
sizeof (CoordReal)

userPhaselnteraction_A ,
”"Face”,

UCARG_.TAG_BUBBLE _FREQUENCY,
sizeof (CoordReal)

userPhaselnteraction_A ,
"Face”,
UCARG_TAG_LIQUID_HTC,
sizeof (CoordReal)
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/*

+ ucmodels.h: implementation of shareable application—specific ucode models

*

*/

#ifndef UCMODELSH
#define UCMODELS H

#include

"uclib .h”

/+ output field presentation names =/

#define

UCFUNC_TAG HEATFLUX LIQUID_A ”“"PhaselnteractionCoeff_A”

/+ input field solver names x/

#define
#define
#define

UCARG_TAG_LIQUID_DENSITY ”Phase0 :: Density”
UCARG.TAG_VAPORDENSITY “Phasel :: Density”
UCARG_TAGNUCLEATIONSITES ”

$NucleationSiteNumberDensityPhaselnteraction”
#define UCARG.TAGBUBBLEDIAMETER ”$BubbleDepartureDiameterPhaselnteraction”

#define
#define
#define

UCARG.TAG_LIQUID_ TEMPERATURE_CELL ”$TemperatureLiquid”
UCARG.TAGILATENT HEAT ”"$LatentHeatPhaselnteraction”
UCARG_.TAGINFLUENCE_AREA ”

$BubbleInfluenceWallAreaFractionPhaselnteraction”
UCARG.TAGWALL DRY_AREA ”“"$WallDryoutAreaFractionPhaselnteraction”

#define
#define
#define
#define
#define
#define
#define
#define
#define
#define
#define

UCARG.TAG.W_VELOCITY ”Phase0:: W_Velocity”
UCARG_TAG.DYNAMIC_VISCOSITY ”$DynamicViscosityLiquid”
UCARG.TAGUTAU ”$UstarLiquid”

UCARG.TAGSATURATION_TEMPERATURE ”“$TemperaturePhaselnteraction’

UCARG.TAG_LIQUID_TEMPERATURE.WALL ”$TemperatureLiquid”
UCARG_TAG_SPECIFIC_HEAT ”$SpecificHeatLiquid”
UCARG_TAG.THERMAL.CONDUCTIVITY ”“$ThermalConductivityLiquid”
UCARG_TAG_SURFACE.TENSION ”$SurfaceTensionPhaselnteraction”

7

UCARG.TAGBUBBLE FREQUENCY ”$BubbleDepartureFrequencyPhaselnteraction”

UCARG.TAGLIQUIDHTC ”$InternalWallHeatFluxCoefficientBLiquid”

/+ function prototypes =/
void userPhaselnteraction_A (

Real= result,

int size ,

int («fc)[2],

Real * DensityLiquid ,

Real * DensityVapor,

CoordReal* NucleationSiteNumberDensityPhaselnteraction,
CoordReal BubbleDepartureDiameterPhaselnteraction,
CoordReal TemperatureLiquidCell,

CoordReal » LatentHeatPhaselnteraction,

CoordReal » BubblelnfluenceWallAreaFractionPhaselnteraction ,
CoordReal * WallDryoutAreaFractionPhaselnteraction,

Real * W _VelocityLiquid ,

CoordReal = DynamicViscosityLiquid ,
CoordReal» UstarLiquid,

CASL-U-2014-0205-000
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CoordReal* TemperaturePhaselnteraction,
CoordReal* TemperatureLiquidWall,
CoordReal* SpecificHeatLiquid ,
CoordReal ThermalConductivityLiquid ,
CoordReal » SurfaceTensionPhaselnteraction,
CoordReal * Frequency,
CoordReal* LiquidHTC

)

#endif
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/ *

+ ucmodels.c: implementation for shareable application—specific ucode models

*

+/
#include <math.h>
#include <stdio.h>

: 7 7
#include ”ucmodels.h
/****>('>('>('>('>(->('>('>(->('X'****************************>('>('>('*******>('>('>('***X’********************

» userHeatFluxPhaselnteractionA
>(-***********>(->(-************3(-********************>(->(-*****************************/

void userPhaselnteraction_A (

Real » result ,
int size,
int («fc)[2],
Real* DensityLiquid,
Real * DensityVapor,
CoordReal* NucleationSiteNumberDensityPhaselnteraction,
CoordReal BubbleDepartureDiameterPhaselnteraction,
CoordReal * TemperatureLiquidCell,
CoordReal » LatentHeatPhaselnteraction,
CoordReal » BubblelnfluenceWallAreaFractionPhaselnteraction,
CoordReal* WallDryoutAreaFractionPhaselnteraction,
Real * W_VelocityLiquid ,
CoordReal * DynamicViscosityLiquid,
CoordReal UstarLiquid ,
CoordReal* TemperaturePhaselnteraction,
CoordReal* TemperatureLiquidWall,
CoordReal = SpecificHeatLiquid ,
CoordReal » ThermalConductivityLiquid ,
CoordReal * SurfaceTensionPhaselnteraction,
CoordReal = Frequency,
CoordReal* LiquidHTC
) |
double pi = 3.1416;
// First Loop through all the cells
int 1i;
for (i = 0; i !'= size; ++i)

// Call field functions from simulation
double N = NucleationSiteNumberDensityPhaselnteraction[i];
double Db = BubbleDepartureDiameterPhaselnteraction[i];
double h_fg = LatentHeatPhaselnteraction[i];
float rho_l DensityLiquid[i];
float rho_v = DensityVapor[i];

double mu_l = DynamicViscosityLiquid[i ];
double u_star = UstarLiquid[i];
double T_sat = TemperaturePhaselnteraction[i];
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double T_wall = TemperatureLiquidWall[i ];

double T_li q = TemperatureLiquidCell[fc[i][0]];
double c_pl = SpecificHeatLiquid[i];

double k_1 = ThermalConductivityLiquid[i];

double sigma = SurfaceTensionPhaselnteraction[i];

double c_ph = 500;

double rho_h = 8000;

double f = Frequency[i];

double v_1 = W_VelocityLiquid[fc[i][O0]]; // Velocity in the z—
direction for cell

double Theta = 1.57;

double h_1 = LiquidHTCJ[i];

double R = Db /2;

double nu.l = (mu.l)/(rho_l);
double PR = c_pl+mu.l/k_I;
double eta_l = k_1/(rho_lxc_pl);

double Ja_sup, Ja_-sat; // Ja superheat and Ja subcooling
double DeltaT_sup = T_-wall-T_sat;

double DeltaT_sat = 3;

Ja_sat = rho_lxc_pl+(DeltaT_sat)/(rho_v+h_fg);

// First need to check if nucleation site density is physical for the
heater size or not. If not, then limit it
if (T_wall>T_sat)
{

double N_max;

// Adjust Nucleation Site Density for maximum:
double t_g = R+R+pi/(4xbxbx]Ja_satxJa_satxeta_1);
if (t.g > 1/f1)

{ t.g = 1/1; }
double Nb = t_g=+f=+N;
double size = pi=R=R;
double P = 1-exp(—N_b*pi*D_bxD_b/4);

N._max = (1-P)=sN;

N=N_max ;
}
/*
Initial Bubble Growth
+/
double g_e_i = N+fxpi*D_b+D b+D bxrho_v+h_fg/6;
double q-tot = q-e_i;
result[i] = —q-tot;
}
}
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Force Balance Bubble Departure Diameter

/*

+ uclib.c: registration for shareable application—specific ucode models
*

*/
#include ”ucfbmodels.h”

void uclib ()
{

/*****************************>(->F>(->(-*>(->(-*********>(->(->(->(-*>(->(-***************************

* userBubbleDiameter

>(-*>G>(-**************>G>(-*>6>(-**************$>(-**************$>(-***********************/

ucfunc (
/% void =*func +/ userBubbleDiameter,
/# char =type »/ UCFUNC_TYPE_SCALARBP,
/% char sname x/ UCFUNC_TAG_BUBBLE_DIAMETER
)
ucarg (
/% void =func =/ userBubbleDiameter,
/+ char =type =/ "Cell”,
/% char =variable %/ UCARG.TAGSURFACE_TENSION,
/* int size x/ sizeof (CoordReal)
);
ucarg (
/% void =func =/ userBubbleDiameter,
/* char =type =/ "Cell”,
/% char =variable %/ UCARG_TAG_LIQUID_DENSITY,
/* int size %/ sizeof (Real)
);
ucarg (
/% void =func x»/ userBubbleDiameter,
/* char xtype =/ 7Cell”,
/* char =variable »x/ UCARG.TAG_.VAPOR_DENSITY,
/* int size %/ sizeof (Real)
)
ucarg (
/% void =*func x/ userBubbleDiameter,
/+ char =type +/ 7Cell”,
/#* char =variable */ UCARG.TAG.DYNAMIC_VISCOSITY,
/* int size x/ sizeof (CoordReal)
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)

ucarg (
/*
/ *
/ *
/*
);

void
char
char
int

ucarg (
/% void
/% char
/% char
/* int
)

ucarg (
/%
/%
/%
/%
)

void
char
char
int

ucarg (

/% void
/% char
/% char
/* int
);

ucarg (
/%
/%
/%
/%
)

void
char
char
int

ucarg (

/% void
/% char
/% char
/* int
);

ucarg (
/*
/ *
/*
/*
);

void
char
char
int

ucarg (
/+ void
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*/
*+/
*/
*/

*/
*/
*/
*/

*/
*/
*/
*/

*/
*/
*/
*/

*/
*/
*/
*/

*/
*+/

*/

+/
+/
+/

*/

userBubbleDiameter,
”"Face”,
UCARG.TAG.U_TAU,
sizeof (CoordReal)

userBubbleDiameter,

"Cell”,

UCARG.TAG_ ADVANCING_.CONTACT_ANGLE,
sizeof (CoordReal)

userBubbleDiameter,
"Cell”,
UCARG_TAG_SPECIFIC_HEAT,
sizeof (CoordReal)

userBubbleDiameter,
"Face”,
UCARG.TAGHEAT FLUX,
sizeof (CoordReal)

userBubbleDiameter,

”Cell”,
UCARG_TAG_RECEDING_CONTACT_ANGLE,
sizeof (CoordReal)

userBubbleDiameter,
”"Face”,
UCARG.TAG.THETA,
sizeof (CoordReal)

userBubbleDiameter,

7Cell”,
UCARG_TAG_.THERMAL_CONDUCTIVITY,
sizeof (CoordReal)

userBubbleDiameter,
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/* char xtype +/ "Face”,
/+ char =variable »/ UCARG.TAG_LIQUID_TEMPERATURE,
/* int size %/ sizeof (CoordReal)
)
ucarg (
/% void =*func x/ userBubbleDiameter,
/+ char =type +/ 7Cell”,
/% char =variable »/ UCARG.TAGSATURATION_TEMPERATURE,
/* int size x/ sizeof (CoordReal)
)
ucarg (
/% void =func =/ userBubbleDiameter,
/* char =type =/ "Cell”,
/+* char =variable x/ UCARG.TAGLATENT HEAT,
/* int size %/ sizeof (CoordReal)
)
}
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/*

+ ucmodels.h: implementation of shareable application—specific ucode models

*

*/

#ifndef UCFBMODELSH
#define UCFBMODELSH

#include “uclib.h”
/+ output field presentation names x*/

#define UCFUNC_.TAG_BUBBLEDIAMETER ”FB_Bubble_Diameter_Model”

/+ input field solver names =/

// This field function looks strange in STAR:

#define UCARG.TAGSURFACE.TENSION ”$SurfaceTensionPhaselnteraction”
#define UCARG.TAG_LIQUID.DENSITY “Phase0:: Density”

#define UCARGTAG.VAPORDENSITY “Phasel :: Density”

#define UCARG.TAGDYNAMIC.VISCOSITY ”$DynamicViscosityLiquid”
#define UCARGTAGUTAU ”$UstarLiquid”

#define UCARG.TAGADVANCING.CONTACT ANGLE ”$Alpha”

#define UCARG.TAG.SPECIFIC_HEAT ”$SpecificHeatLiquid”

#define UCARG.TAG.THERMAL DIFFUSIVITY ”$ThermalDiffusivity”

#define UCARG.TAGHEAT FLUX ”$BoundaryHeatFluxLiquid”

#define UCARG.TAGRECEDING.CONTACT ANGLE ”$Beta”

#define UCARG.TAG.THETA ”$theta”

#define UCARG.TAG.THERMAL.CONDUCTIVITY ”$ThermalConductivityLiquid”
#define UCARG.TAGTAUWALLLIQUID ”“$Tau_-wall”

#define UCARG.TAGLIQUID TEMPERATURE ”$TemperatureLiquid”

#define UCARG.TAGSATURATION.TEMPERATURE ”$TemperaturePhaselnteraction”
#define UCARG.TAGLATENTHEAT ”“$LatentHeatPhaselnteraction”

/+ function prototypes =/

void userBubbleDiameter (

Real= result,

int size ,

CoordReal * SurfaceTensionPhaselnteraction,
Real * DensityLiquid ,

Real * DensityVapor,

CoordReal* DynamicViscosityLiquid ,
CoordReal * UstarLiquid ,

CoordReal » Alpha,

CoordReal SpecificHeatLiquid ,
CoordReal = BoundaryHeatFluxLiquid ,
CoordReal » Beta,
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CoordReal » theta,
CoordReal * ThermalConductivityLiquid ,
CoordReal * TemperatureLiquid ,
CoordReal = TemperaturePhaselnteraction,
CoordReal* LatentHeatPhaselnteraction

)

#endif
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/*

+ ucfbmodels.c: implementation for shareable application—specific ucode
models

+/

#include <math.h>
#include <stdio.h>
#include ”“ucfbmodels.h”

/**********************************X—***************X—****************************

* userBubbleDiameter

>(->(->(->(->(->(->(->(->(->(->(->(‘>(->(->(‘>(->(-*>(->(->(->(->(->(->(->(->(->(‘>(->(->(‘>(->(-*>(->(->(->(->(->(->(->(->(->(->(->(-*>(->(-*>(->(-*>(->(-***********************/

void userBubbleDiameter (

Real= result,

int size ,

CoordReal * SurfaceTensionPhaselnteraction,

Real * DensityLiquid ,

Real * DensityVapor,

CoordReal = DynamicViscosityLiquid ,

CoordReal * UstarLiquid ,

CoordReal = Alpha,

CoordReal* SpecificHeatLiquid ,

CoordReal* BoundaryHeatFluxLiquid,

CoordReal * Beta,

CoordReal * theta,

CoordReal ThermalConductivityLiquid ,

CoordReal* TemperatureLiquid,

CoordReal* TemperaturePhaselnteraction,

CoordReal » LatentHeatPhaselnteraction

) |

// Defining Constants in the Bubble Departure Model //
double pi = 3.1416;
double g = 9.81; // Gravitational Constant [m/s"2] //
double Kappa = 0.4; // Constant provided by Klausner //
double Chi = 11; // Constant Provided by Klausner //
double ¢ = 7.4; // Constant Provided by Klausner //
double n = 0.65; // Constant Provided by Klausner //
double b = 1.56; // Constant provided by Zuber //
int s = 2; // Constant Provided by Yun //
double phi = pi/18; // Inclination angle of the growing bubble //
double C.s = 1; // Variable constant in the model //

/* [1] record user model activation and run parameters =/

double delta_R = 5E—8; // The change in the guess radius R for the
loop [m]

double R; // Bubble radius for departure [m]

// First Loop through all the cells
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int i;
for (i = 0; i != size; ++i)
{
double Theta = theta[i];
double alpha = 100«(pi/180); // in radians
double beta = 25+(pi/180); // in radians

double sigma = SurfaceTensionPhaselnteraction[i];
double mu_l = DynamicViscosityLiquid[i ];

double nu_l (mu_l) /(DensityLiquid[i]);

double c_pl SpecificHeatLiquid [i];

double h_fg LatentHeatPhaselnteraction[i];
double k_1 = ThermalConductivityLiquid[i];

float rho_.l1 = DensityLiquid[i];

float rho_v = DensityVapor[i];

double PR = c_pl+mu.l/k_I;

double eta_l = k_1/(rho_l*c_pl);

for (R = 1E-8;, R <= 1E-1; R = R + delta_R)

{

double u_star = UstarLiquid[i];

double y_.R = R+u_star/nu_l; // The non—dimensionalized
position at y = R //

double U = u_star/Kappa*log (1l + Kappaxy_R) + cxu_star
#+(1—exp(—y-R/Chi)—y_R/Chi*exp(—0.33xy_R));

double dUdY = (u._starxu_star/(nu-l+(1+KappasR+u_star/
nu_l))+cx*(u_star*u_star*exp(—Rxu_star/nu_1/Chi)/
nu_l/Chi—u_star*u_starxexp(—0.33*R+u_star/nu_l)/
nu_1/Chi+0.33*R+u_star*u_starxu_star+exp(—0.33*R+
u_star/nu_l) /(nu_l*nu_1)/Chi));

/%
Surface Tension Force
*/
int i.dw = 40;
double F_sx, F_sy; // The x and y—direction surface tension forces

respectively

double d.w = 2+R/i.dw; // Calculation for the bubble foot diameter //

F_sx = (—1.25*d-wxsigmaxpi=*(alpha—beta)/(pi*pi—(alpha—beta)*(alpha—beta))) *(
sin (alpha)+sin(beta));

F_sy = —d_-wssigma=*pi=(cos(beta) — cos(alpha))/(alpha—beta);

- Buoyancy Force

double F_b; 7

F.b = 4+pi*(R+R+R)*(rho_.1 — rho_v)x*g/3;

& Contact Pressure Force

double r_r = 5+R; // Radius of curvature of the bubble at the refer;/nce point

on the surface y=0 //
double F_cp;
F.cp = pi*x(d-wsdw)+2+sigma/(4*r_r);

*

Quasi—Steady Drag Force

185
CASL-U-2014-0205-000



L. Gilman A USER CODE FILES

*/

double Re_b; // Reynolds number for the bubble and Uniform flow velocity taken
at the bubble diameter //

Re.b = 2xUxR/nu_l;

double F_gs;

double inner_powl pow((12/Re_b) ,n);

double inner_pow2 = pow(0.796 ,n);

double inner_pow3 = pow((inner_powl+inner_pow2),(—-1/n));

F_gs = 6*pi*nu_l*rho_1+U+*R+(0.666667+inner_pow3) ;

/*

Unsteady Force

double Ja;

double T_sat = TemperaturePhaselnteraction[i];
double T_wall = TemperatureLiquid[i];

double DeltaT_sat = 3;

double F_.du = 0;

double F_dux = 0;

double F_duy = 0;

Ja = rho_l*c_pl*(DeltaT_sat)/(rho_v+h_fg);

double R_t; // Bubble growth rate, first derivative, second derivative
double R_tt;

double R_ttt;

double t;

t = R«Rxpi/(4+bxbx+JaxJaxeta_l);

R_t = 2+bxJarsqrt(eta_l=t/pi);

R_tt = bxJaxsqrt(eta_l/(pixt));

R_ttt = —b+Jassqrt(eta_l/pi)=*(pow(t,(—1.5)))/2;

F.du = —rho_l*pi*pow(R_t,2) *(R_t+R_ttt + 1.5+C_sxpow(R_tt,2));

F_.dux = sin(phi)+F_du;
F_duy = cos(phi)+F_du;
/*
Hydrodynamic Force
*/
double F_h;
F_.h = 9xrho_1+UsUspix*(d-wxd-w) /32;
/*
Shear Lift Force
*/
double G.s; // Dimensionless shear rate of oncoming flow
G.s = dUdY=*R/U;
double F_sL;
double part.1 = 0.5*rho_1+UsUxpi=(R+R);
double inpow = (1/(Re_b*Re.b) + 0.014+G_s*G_s);
F_sL = part_1+3.877+pow(G_s,0.5) *pow(inpow ,0.25) ;
/%
Summation of Forces
*/

double Sum_Fx, Sum_Fy;
Sum_Fx = F_sx + F_qs + F_bxsin(Theta) + F_dux;
Sum Fy = F_.sy + F.sL — F_bxcos(Theta) — F.h + F.duy + F_cp;
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// If the sum of x—forces is greater than zero ==> the bubble slides!
if (Sum_Fx > 1E-15)
{ result[i] = 2=R;
break; }

// If sum of y—forces is greater than zero ==> the bubble lifts off!
if (Sum_Fy> 1E-15 )
{ result[i] = 2=R;
break; }
}
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Appendix B Field Function Code

The code employed in the calculation of the field functions used in the new wall boiling model is provided

in this section.

Equivalent Sand-Grain Roughness

R.a = 5/3%3.14*$NucleationSiteNumberDensityPhaselnteraction*$t_g=
$BubbleDepartureFrequencyPhaselnteraction *pow ((
$BubbleDepartureDiameterPhaselnteraction/2) ,3)

t-g = pow($BubbleDepartureDiameterPhaselnteraction/2,2)*3.14/(4%1.56+1.56+
$Ja_sat+$Ja_sat+*$ThermalConductivityLiquid /($DensityLiquid *
$SpecificHeatLiquid))

Ja_sat = $DensityLiquid*$SpecificHeatLiquid+3/($DensityVapor=+
$LatentHeatPhaselnteraction)

Test Section Angle

Theta = acos(—dot($$WallNormal, $$gravity_direction))
WallNormal = $$Area / mag($$Area)

GravityDirection = $$gravity / mag($$gravity)
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