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Abstract

In this paper, we perform a Fourier stability analysis of a hybrid Monte Carlo

k-eigenvalue method using coarse mesh finite difference (CMFD) feedback. This

method, which we call “MC-CMFD,” has been discussed in several recent pub-

lications [1, 2, 3, 4, 5, 6]. The MC-CMFD method is nonlinear and contains

random statistical errors; both of these features are inconsistent with the direct

application of a Fourier stability analysis. To accomplish this analysis, we first

formulate a non-random iteration method that approximates MC-CMFD, by

assuming an infinite number of Monte Carlo particles per cycle. Then we (i)

linearize this method, and (ii) Fourier-analyze the linearized method to theo-

retically predict its convergence properties. Finally, we demonstrate by direct

numerical simulations that the Fourier analysis of the linearized non-random

method accurately predicts the stability and fission source convergence rate

(during the inactive cycles) of the original nonlinear MC-CMFD method. We

do this by comparing the predictions of the Fourier analysis to simulations that

utilize (i) a high-fidelity SN-CMFD code (which has no random statistical er-

rors), and (ii) a MC-CMFD code (which has random statistical errors). The

Fourier analysis and our two test codes confirm that the MC-CMFD method is

stable if the optical thickness of the coarse grid (in the low-order CMFD calcula-

tion) is sufficiently small. However, the spectral radius increases monotonically
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with the coarse grid size, and if the latter exceeds a critical value, the MC-

CMFD method becomes unstable. We discuss some implications of our results

for practical MC-CMFD simulations.

Keywords: Neutron Transport, Hybrid Methods, Fourier Analysis,

k-Eigenvalue

1. Introduction

Typical Monte Carlo reactor core k-eigenvalue simulations are large and

complex, requiring many “inactive cycles” to converge the fission source. In

a 2009 publication, a hybrid Monte Carlo method was proposed in which the

fission source convergence is “accelerated” at the end of each inactive Monte

Carlo cycle using the results of a discrete low-order CMFD equation [1]. This

method has since been implemented and tested in a handful of codes, with

mixed results [2, 3, 4, 5, 6]. In the present paper, we use a Fourier analysis to

study the stability of a non-random version of this method (obtained, in effect,

by assuming an infinite number of Monte Carlo particles per cycle).

Considerable prior work has utilized Fourier analysis to study the iterative

convergence of iterative methods for solving fixed-source problems [7, 8]. This

earlier work included the analysis of nonlinear methods, such as CMFD [8, 9, 10].

In such analyses, the original nonlinear method is first linearized, and then the

linearized method is Fourier-analyzed. In all cases discussed in the literature,

the original nonlinear iterative methods are sufficiently robust that the linearized

version of the method has nearly the same convergence properties as the original

nonlinear method. Thus, predicting (via Fourier analysis) the stability and

efficiency of the linearized method accurately predicts the stability and efficiency

of the original nonlinear method.

Also, Fourier analysis has only been used to study the stability of linear

iterative schemes for deterministic problems. It is not known how to include

statistical noise in a Fourier stability analysis. Thus, to accomplish the work out-

lined in this paper, we analyze a non-random version of the MC-CMFD method,
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obtained by (mathematically) assuming an infinite number of Monte Carlo par-

ticles per cycle. This “non-random MC-CMFD” method has a straightforward

mathematical formulation, which can be linearized and then Fourier-analyzed.

To our knowledge, only one previous publication, by S.G. Hong, K.-S. Kim,

and J.S. Song, has addressed the Fourier-analysis of iterative methods for k-

eigenvalue problems [11] – and that prior work considered only iterative methods

for deterministic simulations. (The iteration processes for deterministic and

hybrid Monte Carlo k-eigenvalue simulations are related, but different.) We

are particularly interested in the effect on stability of the optical thickness of a

coarse mesh in MC-CMFD simulations [5]. The work in the present paper has

little direct overlap with the previous work in [11].

We emphasize that our Fourier analysis is only valid for the hypothetical non-

random MC-CMFD method having an infinite number of Monte Carlo particles

per cycle. While this idealized method cannot be simulated in practice, the

infinite-particle Fourier analysis predicts a “best-case” convergence rate for the

real method with a finite number of particles. If the MC-CMFD method is

unstable in the non-random infinite-particle limit, it cannot be expected to be

stable for a practical simulation with a finite number of particles per cycle.

In fact, we observe in our numerical experiments that if the non-random MC-

CMFD method has a spectral radius less than but sufficiently close to unity, then

a “fixed” amount of random noise per cycle can actually drive the random MC-

CMFD method unstable. Therefore, again, the results of the Fourier analysis

represent a “best-case” convergence rate.

Also, the Fourier analysis of the non-random MC-CMFD method only de-

scribes the convergence properties of the MC-CMFD method during inactive

cycles, when the error in the fission source is greater than the random statisti-

cal error. During active cycles, when the error in the fission source is dominated

by random statistical fluctuations, the Fourier analysis is not relevant.

Not surprisingly, we find that for non-random MC-CMFD, reducing the

size of the coarse mesh reduces the spectral radius and improves the stability

of the method. (The same is basically true for fixed-source CMFD problems

3
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[8].) We also find that if the coarse mesh exceeds a critical optical thickness,

the non-random MC-CMFD method becomes unstable. (This is also true for

fixed-source problems with sufficiently high scattering ratios [8].) Since the

deterministic CMFD and MC-CMFD methods differ, their stability properties

differ for a specified coarse mesh thickness. Nonetheless, for both methods

(with a sufficiently high scattering ratio for deterministic CMFD), the following

basic trends are the same: the spectral radius (i) is less than unity for small

coarse mesh thicknesses, (ii) monotonically increases as the coarse mesh width

increases, and (iii) exceeds unity when the coarse mesh width exceeds a critical

value.

In the present paper we derive theoretical predictions for the spectral radius

ρ of the non-random MC-CMFD method as a function of the coarse mesh size.

We include comparisons with direct numerical simulations, demonstrating that

the theoretical predictions are accurate. Our numerical demonstrations include

(i) a finite-differenced SN code, especially written to simulate the non-random

MC-CMFD method, and (ii) a hybrid MC-CMFD code using a large (but not

infinite!) number of Monte Carlo particles per cycle. Our results show that

the non-random CMFD method is stable when the optical thickness of a coarse

grid cell (in the low-order CMFD calculation) is small. However, the spectral

radius of the non-random MC-CMFD method increases as the optical thickness

of the coarse grid cells increases, to the point where the former exceeds unity

when the latter exceeds a critical value. (At this point, the non-random MC-

CMFD method becomes unstable.) In all cases, the Fourier analysis and the

finite-differenced SN code produced nearly identical estimates of ρ.

The comparisons between the Fourier analysis and the MC-CMFD code were

less close, due the the effects of statistical noise. However, for problems in which

0.5 < ρ < 0.98, very good agreement was seen. (For problems with ρ < 0.5,

convergence was so rapid that with statistical noise, it was very difficult to obtain

accurate Monte Carlo estimates of ρ. Similarly, with ρ > 0.98, we found that

a small amount of noise can drive an otherwise “barely stable” configuration

unstable).
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Overall, the Fourier analysis accurately predicts the rate of convergence (or

divergence) of the fission source in MC-CMFD problems during inactive cycles,

when the error in the fission source exceeds the random statistical errors. If the

non-random MC-CMFD method is unstable for a particular set of parameters,

then surely it would be unwise to employ this method using the same parameters

with a finite number of particles per cycle. We are not aware of any previously-

published work that addresses the issue of numerical instabilities in MC-CMFD

simulations.

A lesson for more general computational methods can be gleaned from the

work presented in this paper. It is well-known that iterative methods for deter-

ministic methods can be unstable, due to inherent properties of the mathemati-

cal equations that describe the method. It is also well-known that Monte Carlo

methods have statistical errors, which can usually be controlled by using a suf-

ficiently large number of trials. This paper shows that hybrid methods – which

combine elements of both Monte Carlo and deterministic methods – can suffer

from both statistical errors and fundamental instabilities, and that instabilities

can occur even if the number of Monte Carlo particles used is (hypothetically)

infinite.

The remainder of this paper is organized as follows. In Section II, the non-

linear non-random MC-CMFD iteration strategy for k-eigenvalue problems is

described. In Section III, this method is linearized, and in Section IV, the con-

tinuous linearized strategy is approximated by a discrete problem and Fourier-

analyzed.

In Section V, the the Fourier analysis Section IV is employed to predict

the stability and convergence of the MC-CMFD method, and comparisons are

made with independent deterministic and Monte Carlo test codes. Our results

confirm the accuracy of the Fourier analysis predictions. The paper concludes

in Section VI with a discussion on the implications of this work for practical

MC-CMFD simulations, and possible extensions of the results for more general

problems.
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2. CMFD Iteration Strategy for Monte Carlo k-Eigenvalue Problems

Here we describe the non-random MC-CMFD iteration strategy for solving

Monte Carlo k-eigenvalue problems. (This method is simply the MC-CMFD

method [1], assuming an infinite number of particles per cycle.) We consider

the following one-group, planar-geometry k-eigenvalue problem on the domain

0 ≤ x ≤ X with periodic boundary conditions:

µ
d

dx
ψ(x, µ) + Σtψ(x, µ)−Σs

2
φ(x) =

νΣf
2k

φ(x) ,

0 ≤ x ≤ X , −1 ≤ µ ≤ 1 , (1a)

ψ(0, µ) = ψ(X,µ) , −1 ≤ µ ≤ 1 , (1b)

where

φ(x) =

∫ 1

−1

ψ(x, µ)dµ . (1c)

The lth MC-CMFD iteration (or “cycle”) begins with Eqs. (1), written with

iteration superscripts as follows:

µ
d

dx
ψ(l+1/2)(x, µ) + Σtψ

(l+1/2)(x, µ)−Σs
2
φ(l+1/2)(x) =

νΣf
2k(l)

φ(l)(x) , (2a)

0 ≤ x ≤ X , −1 ≤ µ ≤ 1 ,

ψ(l+1/2)(0, µ) = ψ(l+1/2)(X,µ) , −1 ≤ µ ≤ 1 , (2b)

where

φ(l+1/2)(x) =

∫ 1

−1

ψ(l+1/2)(x, µ)dµ . (2c)

In contrast to standard deterministic methods, the Monte Carlo transport sim-

ulation shown in Eq. (2a) treats scattering implicitly; the scattering source is

treated as being fully converged, because Monte Carlo methods simulate full

particle histories (from birth until death) within each cycle. Eqs. (2) are not

discretized in space or angle, because Monte Carlo simulations involve no such

discretizations. Finally, Eqs. (2) have no terms that describe random errors.

These equations apply to Monte Carlo simulations only in the limit in which
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the number of particles per cycle is sufficiently large that statistical errors can

be ignored.

To proceed, we impose a “coarse” spatial grid on the system, with J cells

of width ∆j (1 ≤ j ≤ J). During the solution of Eqs. (2), the following quan-

tities are tallied on the coarse grid for 1 ≤ j ≤ J . (Capital letters (Φ, ∆)

denote coarse-grid quantities, while lower-case letters (ψ, φ) denote continuous

quantities.)

Φ
(l+1/2)
j =

1

∆j

∫ xj+1/2

xj−1/2

φ(l+1/2)(x)dx , (3a)

Φ
(l+1/2)
1,j±1/2 =

∫ 1

−1

µψ(l+1/2)(xj±1/2, µ)dµ , (3b)

Σ
(l+1/2)
a,j =

∫ xj+1/2

xj−1/2
Σa(x)φ(l+1/2)(x)dx∫ xj+1/2

xj−1/2
φ(l+1/2)(x)dx

, (3c)

Σ
(l+1/2)
t,j =

∫ xj+1/2

xj−1/2
Σt(x)φ(l+1/2)(x)dx∫ xj+1/2

xj−1/2
φ(l+1/2)(x)dx

, (3d)

νΣ
(l+1/2)
f,j =

∫ xj+1/2

xj−1/2
νΣf (x)φ(l+1/2)(x)dx∫ xj+1/2

xj−1/2
φ(l+1/2)(x)dx

. (3e)

Also, the following interior-edge quantities are calculated:

D̃
(l+1/2)
j+1/2 =

2

3

(
1

Σ
(l+1/2)
t,j ∆j + Σ

(l+1/2)
t,j+1 ∆j+1

)
, (3f)

D̂
(l+1/2)
j+1/2 =

Φ
(l+1/2)
1,j+1/2 + D̃

(l+1/2)
j+1/2 (Φ

(l+1/2)
j+1 − Φ

(l+1/2)
j )

Φ
(l+1/2)
j+1 + Φ

(l+1/2)
j

, (3g)

and the exterior edge quantities are calculated using the periodic boundary

condition:

D̃
(l+1/2)
1/2 = D̃

(l+1/2)
J+1/2

=
2

3

(
1

Σ
(l+1/2)
t,1 ∆1 + Σ

(l+1/2)
t,J ∆J

)
, (3h)

D̂
(l+1/2)
1/2 = D̂

(l+1/2)
J+1/2

=
Φ

(l+1/2)
1,1/2 + D̃

(l+1/2)
1/2 (Φ

(l+1/2)
1 − Φ

(l+1/2)
J )

Φ
(l+1/2)
1 + Φ

(l+1/2)
J

. (3i)
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The Monte Carlo estimates of Σ
(l+1/2)
a,j , νΣ

(l+1/2)
f,j , D̂

(l+1/2)
j+1/2 , and D̃

(l+1/2)
j+1/2

are used to build the coefficients of the CMFD system. The low-order discrete

CMFD equations take the form:

Φ
(l+1)
1,j+1/2 − Φ

(l+1)
1,j−1/2 + Σ

(l+1/2)
a,j Φ

(l+1)
j ∆j =

νΣ
(l+1/2)
f,j

k(l+1)
Φ

(l+1)
j ∆j , 1 ≤ j ≤ J ,

(4a)

Φ
(l+1)
1,j+1/2 = D̃

(l+1/2)
j+1/2 (Φ

(l+1)
j+1 − Φ

(l+1)
j ) + D̂

(l+1/2)
j+1/2 (Φ

(l+1)
j+1 + Φ

(l+1)
j ) , (4b)

Φ
(l+1)
1,1/2 = Φ

(l+1)
1,J+1/2 , (4c)

1 =
1

J

J∑
j=1

Φ
(l+1)
j . (4d)

On convergence, Eq. (4a) is simply the neutron balance equation, obtained

by integrating Eq. (1a) over angle and the jth coarse cell. Also on convergence,

Eq. (4b) reduces to the identity Φ1,j+1/2 = Φ1,j+1/2. (The motivation behind

the specific construction of Eq. (4b) is Fick’s Law.) Finally, on convergence

Eq. (4c) reduces to the condition from Eq. (1b) that the converged scalar flux

must be periodic. For these reasons, the low-order discrete Eqs. (4) are fully

consistent with the high-order continuous Eqs. (1), and on convergence, the

solution of these equations would be the true scalar fluxes, volume-averaged

over each coarse cell.

To proceed, the “current” terms Φ
(l+1)
1,j+1/2 in Eqs. (4a) and (4b) are eliminated

to form an algebraic system involving only the coarse-grid scalar fluxes, Φ
(l+1)
j

(this system is not tridiagonal because of the periodic boundary condition). The

solution of Eqs. (4) yields a new estimate of the k-eigenvalue and coarse-grid

scalar flux, the latter of which is used to scale the continuous fine-grid fission

source for the next cycle:

φ(l+1)(x) = φ(l+1/2)(x)

[
Φ

(l+1)
j

Φ
(l+1/2)
j

]
, xj−1/2 ≤ x ≤ xj+1/2 , 1 ≤ j ≤ J . (5)
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This completes the description of the MC-CMFD iteration strategy [1]. To

summarize, a single iteration “cycle” has the following steps: (i) perform a Monte

Carlo calculation, using the previous-cycle estimate of the fission source term

(or initial guess if l = 0) [Eqs. (2)], (ii) use Monte Carlo tallies to form the

coefficients of the CMFD system [Eqs. (3)], (iii) solve the CMFD system [Eqs.

(4)] to obtain an updated estimate of the coarse-grid scalar flux and eigenvalue,

and (iv) scale the fine-grid fission source using the updated coarse-grid scalar

flux [Eq. (5)]. If the number of Monte Carlo particles is allowed to limit to

∞, then the preceding equations mathematically define the “non-random MC-

CMFD” method, which we will next linearize, and then Fourier-analyze.

3. Linearized Non-Random MC-CMFD Method

To linearize the non-random MC-CMFD k-eigenvalue iteration method de-

fined above, we consider a special problem in which the exact eigenfunction is

constant (independent of space and angle). Specifically, we consider a spatially

uniform system with periodic boundary conditions:

µ
d

dx
ψ(l+1/2)(x, µ) + Σtψ

(l+1/2)(x, µ)−Σs
2
φ(l+1/2)(x) =

νΣf
2k(l)

φ(l)(x) , (6a)

0 ≤ x ≤ X , −1 ≤ µ ≤ 1 ,

ψ(l+1/2)(0, µ) = ψ(l+1/2)(X,µ) , −1 ≤ µ ≤ 1 . (6b)

The CMFD grid is assumed to be uniform, with J cells of width ∆. The coarse-

grid cross sections and diffusivities (D̃) are known exactly:

Σ
(l+1/2)
a,j = Σa , (7a)

Σ
(l+1/2)
t,j = Σt , (7b)

νΣ
(l+1/2)
f,j = νΣf , (7c)

D̃
(l+1/2)
j+1/2 = D̃ =

1

3Σt∆
, (7d)

while the remainder of the equations become:

φ(l+1/2)(x) =

∫ 1

−1

ψ(l+1/2)(x, µ)dµ , (8a)
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Φ
(l+1/2)
j =

1

∆

∫ xj+1/2

xj−1/2

∫ 1

−1

ψ(l+1/2)(x, µ)dµdx , (8b)

Φ
(l+1/2)
1,j+1/2 =

∫ 1

−1

µψ(l+1/2)(xj+1/2, µ)dµ , (8c)

D̂
(l+1/2)
j+1/2 =

Φ
(l+1/2)
1,j+1/2 + D̃(Φ

(l+1/2)
j+1 − Φ

(l+1/2)
j )

Φ
(l+1/2)
j+1 + Φ

(l+1/2)
j

, (8d)

Φ
(l+1)
1,j+1/2 − Φ

(l+1)
1,j−1/2 + ΣaΦ

(l+1)
j ∆ =

νΣf
k(l+1)

Φ
(l+1)
j ∆ , 1 ≤ j ≤ J , (8e)

Φ
(l+1)
1,j+1/2 = D̃(Φ

(l+1)
j+1 − Φ

(l+1)
j ) + D̂

(l+1/2)
j+1/2 (Φ

(l+1)
j+1 + Φ

(l+1)
j ) , (8f)

Φ
(l+1/2)
1,1/2 = Φ

(l+1/2)
1,J+1/2 , (8g)

1 =
1

J

J∑
j=1

Φ
(l+1)
j . (8h)

On convergence, this problem has the following exact solution:

ψ(x, µ) =
1

2
, (9a)

Φj = φ(x) = 1 , (9b)

Φ1,j+1/2 = 0 , (9c)

k =
νΣf
Σa

. (9d)

To proceed, we define the following linear expansions around the exact so-

lution (with ε� 1):

ψ(l+1/2)(x, µ) =
1

2
+ εψ̃(l+1/2)(x, µ) , (10a)

φ(l+1/2)(x) = 1 + εφ̃(l+1/2)(x) , (10b)

φ(l+1)(x) = 1 + εφ̃(l+1)(x) , (10c)

Φ
(l+1/2)
j = 1 + εΦ̃

(l+1/2)
j , (10d)

Φ
(l+1)
j = 1 + εΦ̃

(l+1)
j , (10e)

Φ
(l+1/2)
1,j+1/2 = 0 + εΦ̃

(l+1/2)
1,j+1/2 , (10f)
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Φ
(l+1)
1,j+1/2 = 0 + εΦ̃

(l+1)
1,j+1/2 , (10g)

D̂
(l+1/2)
j+1/2 = 0 + εd̂

(l+1/2)
j+1/2 , (10h)

1

k(l+1)
=

Σa
νΣf

+ εδ(l+1) . (10i)

Since the coarse-grid cross sections and diffusion coefficients are known exactly,

these quantities are not expanded. Inserting Eqs. (10) into Eqs. (6) and (8),

and equating O(ε) terms, we obtain:

µ
d

dx
ψ̃(l+1/2)(x, µ)+Σtψ̃

(l+1/2)(x, µ)− Σs
2
φ̃(l+1/2)(x) =

νΣf
2
δ(l) +

Σa
2
φ̃(l)(x) ,

(11a)

0 ≤ x ≤ X , −1 ≤ µ ≤ 1 ,

ψ̃(l+1/2)(0, µ) = ψ̃(l+1/2)(X,µ) , −1 ≤ µ ≤ 1 , (11b)

φ̃(l+1/2)(x) =

∫ 1

−1

ψ̃(l+1/2)(x, µ)dµ , (11c)

Φ̃
(l+1/2)
j =

1

∆

∫ xj+1/2

xj−1/2

∫ 1

−1

ψ̃(l+1/2)(x, µ)dµdx , (11d)

Φ̃
(l+1/2)
1,j+1/2 =

∫ 1

−1

µψ̃(l+1/2)(xj+1/2, µ)dµ , (11e)

d̂
(l+1/2)
j+1/2 =

1

2
(Φ̃

(l+1/2)
1,j+1/2 + D̃(Φ̃

(l+1/2)
j+1 − Φ̃

(l+1/2)
j )) , (11f)

νΣfδ
(l+1)∆ = (Φ̃

(l+1)
1,j+1/2 − Φ̃

(l+1)
1,j−1/2) , (11g)

Φ̃
(l+1)
1,j+1/2 = −D̃(Φ̃

(l+1)
j+1 − Φ̃

(l+1)
j ) + 2d̂

(l+1/2)
j+1/2 , (11h)

Φ̃
(l+1/2)
1,1/2 = Φ̃

(l+1/2)
1,J+1/2 , (11i)

0 =
1

J

J∑
j=1

Φ̃
(l+1)
j , (11j)

and

φ̃(l+1)(x) = φ̃(l+1/2)(x) + Φ̃
(l+1)
j − Φ̃

(l+1/2)
j , (11k)
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xj−1/2 ≤ x ≤ xj+1/2 , 1 ≤ j ≤ J .

We note that several of the linearized equations differ in form from Eqs. (2) -

(4), because the original equations contained nonlinear terms.

After some straightforward algebra (omitted here for brevity), we find:

δ(l+1) = 0 . (12)

This shows that the non-random MC-CMFD method converges the O(ε) com-

ponent of the system eigenvalue after only one iteration. However, the O(ε)

component of the eigenfunction is not converged after one iteration; the Fourier

analysis predicts the rate of convergence of this component of the eigenfunction.

Inserting Eq. (12) into Eqs. (11a) and rearranging to algebraically eliminate

d̂
(l+1/2)
j+1/2 , we obtain the following system of equations for the linearized non-

random MC-CMFD method:

µ
d

dx
ψ̃(l+1/2)(x, µ) + Σtψ̃

(l+1/2)(x, µ)− Σs
2
φ̃(l+1/2)(x) =

Σa
2
φ̃(l)(x) , (13a)

0 ≤ x ≤ X,−1 ≤ µ ≤ 1 ,

ψ̃(l+1/2)(0, µ) = ψ̃(l+1/2)(X,µ) , −1 ≤ µ ≤ 1 , (13b)

φ̃(l+1/2)(x) =

∫ 1

−1

ψ̃(l+1/2)(x, µ)dµ , (13c)

Φ̃
(l+1/2)
j =

1

∆

∫ xj+1/2

xj−1/2

φ̃(l+1/2)(x)dx , (13d)

Φ̃
(l+1/2)
1,j+1/2 =

∫ 1

−1

µψ̃(l+1/2)(xj+1/2, µ)dµ , (13e)

Φ̃
(l+1)
j+1 − 2Φ̃

(l+1)
j + Φ̃

(l+1)
j−1 =

1

D̃
(Φ̃

(l+1/2)
1,j+1/2 − Φ̃

(l+1/2)
1,j−1/2)

+ Φ̃
(l+1/2)
j+1 − 2Φ̃

(l+1/2)
j + Φ̃

(l+1/2)
j−1 , 1 ≤ j ≤ J ,

(13f)

Φ̃
(l+1)
1 = Φ̃

(l+1)
J+1 , (13g)

0 =
1

J

J∑
j=1

Φ̃
(l+1)
j , (13h)
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φ̃(l+1)(x) = φ̃(l+1/2)(x) + Φ̃
(l+1)
j − Φ̃

(l+1/2)
j , (13i)

xj−1/2 ≤ x ≤ xj+1/2 , 1 ≤ j ≤ J .

In Eqs. (13), the eigenvalue is converged exactly [Eq. (3.7)], but the eigen-

function is not converged. The Fourier analysis of the linearized equations,

performed next in Section IV, determines the rate of convergence of the eigen-

function. We emphasize again that the Fourier analysis contains no terms that

account for statistical errors; the analysis applies only when the statistical noise

in the solution is sufficiently small that it can be ignored.

4. Fourier Analysis

To carry out the Fourier analysis, we discretize the Monte Carlo portion

of the linearized system in angle and space. This is an approximation to the

continuous Monte Carlo problem, but it enables us to formulate and solve a block

matrix system numerically for the spectral radius. To ensure that the discrete

results are accurate enough to closely approximate the original problem, we

carry out a parametric study to determine an adequately fine space-angle grid

(see Section V).

Thus, we approximate the Monte Carlo k-eigenvalue problem by a discrete

ordinates problem formulated on a fine space-angle grid, with M discrete angles

from 1 ≤ m ≤ M and K fine spatial cells of thickness h (1 ≤ k ≤ K). We use

the “coarse-grid parameter” p = ∆
h to denote the number of fine cells per coarse

cell, and we introduce the notation ∑
k∈j

(·) , (14)

to describe a sum over the fine cells k belonging to coarse cell j. Also, we use

Gauss-Legendre quadrature sets, which satisfy:

M∑
m=1

wm = 2 . (15)
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Using this notation, the discretized version of Eq. (13a) can be written in

the form:

µm
h

(ψ̃
(l+1/2)
k+1/2,m − ψ̃

(l+1/2)
k−1/2,m) + Σtψ̃

(l+1/2)
k,m − Σs

2
φ̃

(l+1/2)
k =

Σa
2
φ̃

(l)
k , (16a)

1 ≤ m ≤M, 1 ≤ k ≤ K ,

ψ̃
(l+1/2)
1/2,m = ψ̃

(l+1/2)
K+1/2,m , 1 ≤ m ≤M . (16b)

Similarly, the linearized scalar flux expression becomes:

φ̃
(l+1/2)
k =

M∑
m=1

wmψ̃
(l+1/2)
k,m . (16c)

To close the system, we introduce the weighted diamond auxiliary equations:

ψ̃
(l+1/2)
k,m =

(
1 + αm

2

)
ψ̃

(l+1/2)
k+1/2,m +

(
1− αm

2

)
ψ̃

(l+1/2)
k−1/2,m ,

1 ≤ m ≤M , 1 ≤ k ≤ K . (16d)

In this work, we use the Step Characteristic spatial discretization, with

αm =
1 + e−Σth/µm

1− e−Σth/µm
− 2µm

Σth
, 1 ≤ m ≤M . (16e)

The equations that “link” the Monte Carlo problem to CMFD (Eqs. (13d),

(13e) and (14)) must also be discretized, while the CMFD equations themselves

(Eqs. (13f) and (13g)) remain essentially unchanged:

Φ̃
(l+1/2)
j =

1

p

∑
k∈j

φ̃
(l+1/2)
k , (16f)

Φ̃
(l+1/2)
1,j+1/2 =

M∑
m=1

wmµmψ̃
(l+1/2)
(jp)+1/2,m , (16g)

Φ̃
(l+1)
j+1 − 2Φ̃

(l+1)
j + Φ̃

(l+1)
j−1 =

1

D̃
(Φ̃

(l+1/2)
1,j+1/2 − Φ̃

(l+1/2)
1,j−1/2)

+ Φ̃
(l+1/2)
j+1 − 2Φ̃

(l+1/2)
j + Φ̃

(l+1/2)
j−1 , (16h)

Φ̃
(l+1)
1,1/2 = Φ̃

(l+1)
1,J+1/2 , (16i)

0 =
1

J

J∑
j=1

Φ̃
(l+1)
j , (16j)
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φ̃
(l+1)
k = φ̃

(l+1/2)
k + Φ̃

(l+1)
j − Φ̃

(l+1/2)
j , 1 ≤ j ≤ J , k ∈ j .

(16k)

To simplify the Fourier ansatz, a new relative coordinate system is introduced

[8]:

k = (j − 1)p+ r . (17)

Here, k is the global fine cell index, j is the index of the coarse cell in which fine

cell k resides, p is the number of fine cells per coarse cell, and r is the position

of fine cell k within coarse cell j. With this coordinate system in place, we

introduce the Fourier ansatz:

ψ̃
(l+1/2)
k−1/2,m = ωlar,me

iΣtλxj , (18a)

ψ̃
(l+1/2)
k,m = ωlbr,me

iΣtλxj , (18b)

φ̃
(l+1/2)
k = ωlBre

iΣtλxj , (18c)

Φ̃
(l+1/2)
j = ωlDeiΣtλxj , (18d)

Φ̃
(l+1)
j = ωlFeiΣtλxj , (18e)

φ̃
(l+1)
k = ωl+1Gre

iΣtλxj . (18f)

The fine-grid error coefficients are assumed to be periodic on the coarse grid,

such that:

ψ̃
(l+1/2)
(k+p)−1/2,m =

(
ψ̃

(l+1/2)
k−1/2,m

)
eiΣtλ∆ = ωlar,me

iΣtλ(xj+∆) . (19)

Inserting the ansatz into Eqs. (16) and simplifying, we obtain the following

system of equations:
µm

h (ar+1,m − ar,m) + Σtbr,m − Σs

2 Br = Σa

2 Gr , 1 ≤ r < p ,

µm

h

(
a1,me

iΣtλ∆ − ar,m
)

+ Σtbr,m − Σs

2 Br = Σa

2 Gr , r = p ,

(20a)

a1,m = a1,me
iΣtλX , (20b)br,m =

[
1+αm

2

]
ar+1,m +

[
1−αm

2

]
ar,m , 1 ≤ r < p ,

br,m =
[

1+αm

2

]
a1,me

iΣtλ∆ +
[

1−αm

2

]
ar,m r = p ,

(20c)
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Br =
M∑
m=1

wmbr,m , (20d)

D =
1

p

p∑
r=1

Br , (20e)

2(F −D)(cos(Σtλ∆)− 1) = 3Σt∆
M∑
m=1

wmµma1,m(eiΣtλ∆ − 1) , (20f)

M∑
m=1

wmµma1,m = eiΣtλX
M∑
m=1

wmµma1,m , (20g)

0 =
J∑
j=1

eiΣtλxj , (20h)

ωGr −Br = (F −D) . (20i)

From the boundary equations (20b) and (20g), we determine permissible

values of the Fourier frequency λ for the discrete system:

λn =
2nπ

ΣtX
, 1 ≤ n < J . (21)

This set of Fourier frequencies automatically satisfies the normalization condi-

tion in Eq. (20h). Next, Eqs. (20d) and (20i) are used to eliminate F , D, and

Br in the remainder of Eqs. (20). We also define

c =
Σs
Σt

. (22)

Inserting Eq. (22) and carrying out further simplification yields the following

discrete system of equations:
µm

Σth
(ar+1,m − ar,m) + br,m − c

2

∑M
m′=1 wm′br,m′ −

(1−c)
2 Gr = 0 , 1 ≤ r < p ,

µm

Σth

(
a1,me

iΣtλn∆ − ar,m
)

+ br,m − c
2

∑M
m′=1 wm′br,m′ −

(1−c)
2 Gr = 0 , r = p ,

(23a)
[

1+αm

2

]
ar+1,m +

[
1−αm

2

]
ar,m − br,m = 0 , 1 ≤ r < p ,[

1+αm

2

]
a1,me

iΣtλn∆ +
[

1−αm

2

]
ar,m − br,m = 0 r = p ,

(23b)

M∑
m=1

wm (Eµma1,m + br,m)− ωGr = 0 , (23c)
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where

E =
3Σt∆

2

[
1 +

i sin(Σtλn∆)

(cos(Σtλn∆)− 1)

]
. (23d)

Eqs. (23) can be written in block matrix form [8]: A B

C −ωI

 x

y

 =

 0

0

 . (24)

Here A is a 2Mp × 2Mp matrix containing the coefficients of ar,m and br,m

from Eqs. (23a) and (23b), B is a 2Mp× p matrix composed of the coefficients

of Gr from Eqs. (23a) and (23b), and C is a p × 2Mp matrix containing the

coefficients of ar,m and br,m from Eq. (23c). The final matrix (−ωI) is a p × p

diagonal matrix containing the negative of the eigenvalues ωr, which comprise

the coefficients of Gr in Eqs. (23c). The size-2Mp column vector x contains the

ar,m and br,m values, while the size-p column vector y contains the Gr values.

To solve for the system eigenvalues ωr, we follow the procedure outlined in [8].

The block matrix system is first decomposed: A B

C −ωI

 =

 A 0

C I

 I A−1B

0 −CA−1B− ωI

 . (25)

The determinant of the original system is then calculated using∣∣∣∣∣∣ A 0

C I

∣∣∣∣∣∣
∣∣∣∣∣∣ I A−1B

0 −CA−1B− ωI

∣∣∣∣∣∣ = |A||−CA−1B− ωI| = 0 . (26)

From inspection, the determinant of the original block matrix system is zero,

while the determinant of matrix A is non-zero. Thus, we can infer that

|−CA−1B− ωI| = 0 , (27)

where CA−1B and I are p× p matrices.

Using Eq. (27), the eigenvalues ωr can be calculated numerically for 1 ≤

r ≤ p and permitted values of the discrete Fourier frequency, λn. Once the

eigenvalues are known, the spectral radius ρ is determined using

ρ = sup
1≤n<J

(
sup

1≤r≤p
|ωr(λn)|

)
. (28)
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5. Application to MC-CMFD and SN Surrogate

As a first test of the validity of the Fourier analysis, we compare its predic-

tions to spectral radius estimates obtained from a “surrogate” discrete ordinates

- CMFD (SN-CMFD) code. The surrogate code treats the scattering source im-

plicitly, as in the non-random MC-CMFD method. Instead of performing a fixed

number of inner scattering source iterations per outer fission source iteration,

the surrogate code performs as many inner scattering source iterations as is nec-

essary to converge the scattering source to a very small tolerance. When run on

a fine space-angle grid, the surrogate code should behave much like Monte Carlo

in the limit as the number of histories approaches infinity. Thus, the spectral

radius estimate produced using a fine space-angle grid should well-approximate

the estimate using the Fourier analysis.

To determine a sufficiently fine space-angle grid, we performed a parametric

study using the Fourier analysis script developed for this work. Values of the

coarse-grid parameter p and angular order M were successively increased for

a problem with fixed cross sections Σt = 1 cm−1, νΣf = 0.01 cm−1, and

Σs = 0.5 cm−1. The study was repeated twice, for coarse grids ∆ = 1 cm and

∆ = 5 cm. Resulting spectral radius estimates were then plotted as a function

of the coarse-grid parameter and number of discrete angles. These plots are

shown in Fig. (1).

In both cases, the spectral radius curve changes significantly when the num-

ber of discrete angles M is small, but becomes flat for M ≥ 16. For the ∆ = 1

cm case, we see a large shift in the spectral radius estimate between the p = 2

and p = 5 curves, but for p ≥ 10 the change in the spectral radius is small (on

the order of 10−3). For ∆ = 5 cm, the change in the spectral radius estimate

becomes small for p ≥ 25.

Based on this study, we opted to use p = 50 and the S32 quadrature set for

our work. This particular discretization provided sufficient accuracy for the dis-

crete approximation across a wide range of coarse grid sizes, while maintaining

reasonable runtimes and memory demands for the Fourier analysis script. Due
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Figure 1: Discrete spectral radius estimate (ρ) as a function of angular order M

and coarse-grid parameter p

to the size of the block matrix system ([2Mp + p] × [2Mp + p]), the spectral

radius calculation becomes intractable for large values of M and p. While there

is inevitably an error in the discrete results, this error should be small.

Next, in our direct MC-CMFD and surrogate SN-CMFD simulations, we

employed the following well-known spectral radius estimate:

ρ =
||Φ(l+1) − Φ(l)||
||Φ(l) − Φ(l−1)||

. (29)

This expression requires estimates of Φ for three consecutive iterations, and is

accurate for large values of l. For small values of ρ, this is slightly problematic

for the surrogate SN-CMFD simulations, since roundoff errors can significantly

affect the accuracy of Eq. (29) after only a few iterations. It is much more

problematic for the random MC-CMFD simulations, since the error in the fission

source can quickly become reduced to the magnitude of the statistical errors.

Fortunately, small values of ρ, which are the most difficult to estimate, are

not so interesting because the iteration method converges very rapidly. Larger

values of ρ, closer to or greater than unity, are much more interesting, and for

these Eq. (29) is more accurate.

The k-eigenvalue test problem considered in this paper is a homogeneous 50-

centimeter slab with periodic boundaries. The total and fission cross sections
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are fixed, while the scattering cross section takes one of four values. The coarse

grid size varies between 1.0 and 12.5 mean free paths (mfp), keeping in mind

that there must be an integer number of coarse cells. Numerical data for the

problem are provided in Table 1.

Table 1: Test Problem Specifications

Σt (cm−1) νΣf (cm−1) Σs (cm−1) ∆ (cm)

1.0 0.01 0.5, 0.75, 0.9, 0.99 1.0 - 12.5

For each coarse grid/scattering ratio combination, we calculate the theoret-

ical spectral radius using p = 50 with the S32 Gauss-Legendre quadrature set.

The numerical spectral radius is then estimated using our surrogate SN-CMFD

code. We reiterate that the discrete ordinates code performs many sweeps (in-

ner iterations) to converge the scattering source to a tight tolerance (10−9)

before proceeding to the CMFD calculation, in order to mimic the non-random

MC-CMFD method.

We were also able to estimate the spectral radius directly using a MC-CMFD

code. Unfortunately, it is difficult to estimate ρ when the spectral radius is

small (i.e. the fission source converges very quickly), because the magnitude of

the fission source error becomes comparable to the stochastic error after very

few cycles. Eq. (29) requires three cycles of flux data to numerically estimate

the spectral radius; if ρ is small, the fission source error may already be small

compared to the random error before an estimate can be calculated! Difficulties

also occur when ρ is less than but close to unity; for these problems the random

statistical errors in MC-CMFD can drive the barely-stable non-random MC-

CMFD method unstable.

To estimate the MC-CMFD spectral radius numerically, the code was ini-

tialized with a random fission source guess. We then used Eq. (29) to generate a

single value of ρ after the fourth cycle. This procedure was repeated for twenty-

five independent simulations to obtain an average MC-CMFD ρ value, which is

plotted along with its standard deviation in the subsequent figures. Evidence
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from multiple trials shows that reasonably accurate estimates of ρ can only be

obtained during the first few inactive cycles of each simulation (when the fission

source error is larger than the random error). Because three cycles of coarse-grid

fluxes are required to generate an estimate of ρ, the first value is not available

until the end of the third iteration cycle. This estimate tends to be slightly

biased (likely due to contamination from the initial guess), and we discard it.

As a result, the earliest usable spectral radius estimate is calculated after the

fourth iteration cycle.

In spite of these difficulties, we were able to calculate direct MC-CMFD

spectral radius estimates for problems in which 0.5 < ρ < 0.98. Again, if

ρ < 0.5, the fission source converges too rapidly for Eq. (29) to become accurate.

Also, if ρ > 0.98, then the random statistical errors in MC-CMFD can drive

the barely-stable non-random MC-CMFD method unstable. For this reason,

our direct estimates of ρ from MC-CMFD simulations become very noisy when

ρ ≈ 1.

But perhaps most importantly, our direct numerical simulations show that

for a given scattering ratio, the Fourier analysis accurately predicts the coarse

grid size at which the simulation becomes unstable.
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Figure 2: Spectral radius (ρ) vs. coarse-grid optical thickness for c = 0.5
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Figure 3: Spectral radius (ρ) vs. coarse-grid optical thickness for c = 0.75
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Figure 4: Spectral radius (ρ) vs. coarse-grid optical thickness for c = 0.9

Figs. (2) through (5) compare the theoretical, SN -CMFD and MC-CMFD

spectral radius results for c = 0.5, 0.75, 0.9 and 0.99, respectively. The SN -

CMFD spectral radius very closely matches the theoretical prediction for most

cases, with the exception of problems in which the true spectral radius is very

low. In these cases, the SN -CMFD solution converges to machine precision too

quickly to obtain an asymptotic ρ estimate.
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Figure 5: Spectral radius (ρ) vs. coarse-grid optical thickness for c = 0.99

There are several interesting trends in the MC-CMFD spectral radius data.

First, the spectral radius increases monotonically as the coarse grid size in-

creases. There appear to no be no coarse grid sizes between ∆ = 1 mfp and

∆ = 12.5 mfp for which the MC-CMFD method is stable for all values of the

scattering ratio 0 ≤ c < 1, even in the limit as the number of particles becomes

infinite.

Also, the Fourier analysis predicts that for a fixed coarse grid size, the spec-

tral radius decreases (the method converges more rapidly) as the scattering

ratio increases. This trend can be explained by examination of the MC-CMFD

iteration strategy. As previously described, the Monte Carlo method treats scat-

tering implicitly; the scattering source is converged entirely during the Monte

Carlo sweep. If the scattering ratio is near unity, the Monte Carlo simulation

does more “work” during a single iteration than it would for a low-scattering

problem. This transfers a considerable amount of the convergence burden to

the inner Monte Carlo sweep, which results in outer (CMFD) fission source

convergence after very few cycles.

In addition, Figs. (2) - (5) show that the standard deviation of the MC-

CMFD spectral radius estimate becomes large when ρ ≈ 1. As the theoretical
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spectral radius approaches unity, the fission source convergence rate becomes ar-

bitrarily slow for the hypothetical case with no stochastic noise. Since our Monte

Carlo simulations are necessarily run with a finite number of particles per cycle,

our simulations have a non-negligible random error in quantities tallied during

the Monte Carlo sweep. This additional error term can induce an instability in

problems that are theoretically stable (in the infinite-particle limit). Therefore,

spectral radius estimates from our CMFD-Monte Carlo code, for problems very

near the predicted stability limit, tend to be noisy. This is especially obvious

for the c = 0.5 case in Fig. (2).

When the MC-CMFD method is used in an unstable configuration, the

coarse-grid flux shape develops a distinct cycle-to-cycle oscillation. An example

of this is given in Fig. (6a), with a stable simulation in Fig. (6b) for compari-

son. The even-cycle fluxes in Fig. (6a) become increasingly tipped toward the

left edge of the slab as the iteration cycles progress, while the odd-cycle fluxes

increasingly tip toward the right. Eventually, the simulation will crash when

the coarse-grid flux becomes negative, or when one or more coarse cells have

no Monte Carlo data (we disabled negative flux detection to generate data for
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Figure 6: Unstable vs. stable cycle-to-cycle coarse grid fluxes, c = 0.5

Fig (6a)). We stress that the only difference between the results presented in
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Fig. (6a) and Fig. (6b) is the coarse grid size; both simulations use the same

random number seed, the same initial guess, the same number of particles per

cycle, and the same cross sections.

Recent work [5] has attempted to mitigate oscillation in the MC-CMFD

method by using Monte Carlo tallies from multiple cycles to form the CMFD

system, a technique known as “accumulation.” The effect of this approach is

similar to running a larger number of Monte Carlo particles per iteration cycle.

However, using tallies from more than one Monte Carlo cycle reintroduces some

of the inter-cycle correlation normally suppressed by CMFD feedback. This

complicates the iteration strategy by creating a need to reset Monte Carlo tal-

lies periodically throughout the calculation. In essence, the tally accumulation

technique does not address the underlying cause of the flux oscillation – a coarse

grid size near or beyond the stability limit of the MC-CMFD method.

Finally, to better visualize the stability limit of the MC-CMFD method, we

interpolated linearly between our Fourier analysis results to produce approxi-

mate constant-ρ curves. These curves are plotted as a function of coarse mesh

size and scattering ratio, and are shown in Fig. (7). The phase space to the left of
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the ρ = 1.0 line represents coarse grid/scattering ratio combinations for which

the one-group planar non-random MC-CMFD method is stable. Conversely,

the phase space to the right of the ρ = 1.0 line represents coarse grid/scattering

ratio combinations for which the method is unstable. As the scattering ratio

approaches unity, the non-random MC-CMFD stable grid size limit appears to

tend towards infinity; for low scattering ratios (c ≤ 0.5), the method becomes

unstable for grids on the order of two mean free paths. We hypothesize that the

presence of random error probably shifts these curves slightly to the left, but

we cannot quantify this effect at present.

6. Discussion

In this work, a Fourier analysis is employed to predict the stability and

convergence behavior of the MC-CMFD k-eigenvalue method, in the limit as the

number of Monte Carlo particles approaches infinity. To carry out this analysis,

(i) a sufficiently large number of Monte Carlo particles is used per cycle that

random statistical effects can be ignored, (ii) the non-linear iteration scheme

is linearized for a problem having a simple eigenfunction solution, and (iii) the

linearized Monte Carlo problem is approximated with discrete ordinates on a

fine space-angle grid, making it possible to solve a matrix system numerically

for the spectral radius.

Theoretical predictions from the Fourier analysis compare very favorably

with numerical results generated by a SN -CMFD surrogate code, and also with

a MC-CMFD code – provided that a large number of particles per cycle is used

and the predicted spectral radius is not too small. When the predicted spectral

radius is small (ρ < 0.5), the fission source converges too quickly to obtain an

accurate estimate. However, the most interesting situations are ones in which

the spectral radius ρ is close to or greater than unity. For these situations, the

predictions of our Fourier analysis agree well with direct simulations.

The Fourier analysis and direct numerical simulations show that the spectral

radius (i) increases monotonically as the coarse mesh optical thickness increases,
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and (ii) decreases monotonically as the scattering ratio increases. Our results

also show that the non-random MC-CMFD k-eigenvalue iteration becomes un-

stable when the coarse mesh exceeds a critical value (which, for the monoener-

getic problem considered in this paper, depends on the scattering ratio c). These

results imply that the MC-CMFD method should not be used for problems in

which the non-random method is unstable. Fortunately, our results show that

if the non-random MC-CMFD method is unstable, it can be stabilized by using

a finer coarse grid. (Of course, this increases the cost of the low-order CMFD

calculation.)

The analysis in this paper does not account for stochastic error, energy-

dependent transport, or multidimensional transport. Thus, we cannot predict

the effect of stochastic errors on convergence, nor can we quantitatively predict

spectral radii for continuous energy, multigroup, or multidimensional problems.

It is not clear whether our theory can be generalized to include stochastic errors.

Conceptually, it is possible to extend the Fourier analysis to more complicated

(multidimensional, multigroup) problems. However, the algebrac difficulties

with even the simple 1-D, monoenergetic problems treated here are significant;

extending this analysis to more complicated problems would be difficult. Fortu-

nately, the work in this paper points to an alternate and more practical method

for calculating spectral radii for realistic (multidimensional, multigroup) prob-

lems: use a surrogate SN-CMFD code. Specifically, implement the non-random

MC-CMFD algorithm in an SN code and use the spectral radius estimates ob-

tained from that. The 1-D results in this paper show excellent agreement be-

tween the Fourier analysis and the SN-CMFD surrogate code, and there is no

reason to think that this would not be true for more complicated problems.

However, this task cannot be considered here.

In conclusion, we hope that the results derived in this paper will provide a

more rigorous theoretical basis for applications of the MC-CMFD method. In

particular, we hope that users of the method will be more aware of (previously

unrecognized) stability issues, and that adequate steps will be taken to avoid

simulations in which the non-random MC-CMFD method has a spectral radius
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which is greater than, or too close to, unity.
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