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CASL Symposium: Celebrating the Past, Visualizing the Future 
Renaissance Asheville Hotel 

Asheville, NC  
July 7-9, 2015 

 

Monday, July 6, 2015 (all times are Eastern) 

Time Agenda Item Presenter Location 

4:00 pm Registration Pre-Function Corridor 

7:00 pm CASL Director Opening Charge for Symposium and Reception 
Top of the Plaza          

(top floor) 

9:00 pm Evening Ends 

 
 

Tuesday, July 7, 2015 (all times are Eastern) 

Time Agenda Item Presenter  Location 

7:30 am Registration & poster session, breakfast 
Grand Ballroom:  

Salon B 

CASL Perspectives and Vision for Modeling and SImulation 

8:15 am Introduction Jess Gehin 
Grand Ballroom:  

Salon A 

8:30 am 
Energy Innovation Hubs – Transforming Energy 
R&D 

Alex Larzelere 
Grand Ballroom:  

Salon A 

9:30 am DOE Perspective John Kotek 
Grand Ballroom:  

Salon A 

10:00 am Break 

10:15 am What is the ROI on HPC? Dimitri Kusnezov 
Grand Ballroom:  

Salon A 

11:00 am Science Challenges: Development of M&S for NE  Paul Turinsky 
Grand Ballroom:  

Salon A 

11:45 am 
Modeling & Simulation (M&S) support for Nuclear 
Industry:  Perspective on the future 

Zeses Karoutas  
Dan Ingersoll 

Grand Ballroom:  
Salon A 

12:30 pm Lunch on your own – Enjoy Asheville 

CASL VERA Applications and Potential for  Industy Impact 

2:00 pm VERA Architecture and Implementation  
John Turner  

Scott Palmtag 
Grand Ballroom:  

Salon A 

3:00 pm VERA Applications Andrew Godfrey  
Grand Ballroom:  

Salon A 

4:00 pm Break 

4:15 pm Panel Session: Industry Impact 
Sumit Ray 

Joe Hoagland 
Randy Stark 

Grand Ballroom:  
Salon A 

5:30 pm  Adjourn  

5:30 pm Group Photos Patio 
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Wednesday, July 8, 2015 (all times are Eastern) 

Time Agenda Item Presenter  Location 

7:30 am Poster session, breakfast 
Grand Ballroom:  

Salon B 

CASL Status, Accomplishments and Plans 

8:30 am 
SLT: CASL Phase 1 Summary and Phase 2 
Objectives  

Jess Gehin  
Paul Turinsky 

Grand Ballroom:  
Salon A 

9:00 am FMC: Accomplishments & Phase 2 Plans  
Jess Gehin  

Paul Turinsky 
Grand Ballroom:  

Salon A 

9:30 am 
FMC Feature: - 3D MPS PCI Mechanical Modeling 
of Cladding with an Emphasis on Explicit Fracture 

Nathan Capps 
Mohammed Zikry 

Grand Ballroom: 
Salon A 

10:00 am THM: Accomplishments & Phase 2 Plans Emilio Baglietto 
Grand Ballroom:  

Salon A 

10:30 am Break 

10:45 am 
THM Feature: Bubbly Flow Insights from DNS 
Advanced Methods of Analysis and Simulation of 
Reactor Flows 

Igor Bolotnov   
Gretar Tryggvason 

Grand Ballroom: 
Salon A 

11:15 am RTM: Accomplishments & Phase 2 Plans 
Bill Martin  

Tom Evans 
Grand Ballroom:  

Salon A 

11:45 am 
RTM Feature: MPACT:  Development, 
Implementation, and Applications 

Brendan Kochunas          
Ben Collins 

Grand Ballroom:  
Salon A 

12:15 pm Lunch on your own 

CASL Challenge Problem and Focus Area Achievements 

2:00 pm Challenge Problem Integration and Progress  Zeses Karoutas 
Grand Ballroom:  

Salon A 

3:00 pm PHI: Accomplishments & Phase 2 Plans Kevin Clarno 
Grand Ballroom:  

Salon A 

3:30 pm 
PHI Feature: VERA-CS: Design, V&V, and 
Application to Challenge Problems 

Scott Palmtag 
Grand Ballroom:  

Salon A 

4:00 pm Break 

4:15 pm VMA: Accomplishments & Phase 2 Plans Vince Mousseau 
Grand Ballroom:  

Salon A 

4:45 pm 
VMA Feature: Assessment of Predictive Capability 
Maturity for Challenge Problem Applications: 
Validation Data Needs and Acquisition Methods 

Nam Dinh 
Grand Ballroom:  

Salon A 

5:15 pm TDO: Accomplishments & Phase 2 Plans Dennis Hussey 
Grand Ballroom:  

Salon A 

5:45 pm Adjourn 

7:00 pm Banquet & Awards Ceremony  
Grand Ballroom: 

Salon B 

9:00 pm Evening Ends 
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Thursday, July 9, 2015 (all times are Eastern) 

Time Agenda Item Presenter  Location 

7:30 am Poster session, breakfast 
Grand Ballroom:  

Salon B 

CASL Future and HPC Opportunities 

8:30 am 
CASL, A New Paradigm for Science, the Endless 
Frontier 

Jim Duderstadt 
Grand Ballroom:  

Salon A 

9:30 am Break 

9:45 am 
Supercomputing without FLOPS – Quantum 
Computing 

Bo Ewald 
Grand Ballroom:  

Salon A 

10:30 am Future of HPC Ruud Haring 
Grand Ballroom:  

Salon A 

11:15 am 
Progress on VERA Deployment and Sustainability 
of CASL Technology 

Rose Montgomery 
Grand Ballroom:  

Salon A 

11:45 am Closing Remarks Jess Gehin 
Grand Ballroom:  

Salon A 

12:15 am Symposium Adjourns 

 



Celebrating the Past 
Visualizing the Future 

 
Welcome to CASL Phase 2! 



Celebrating the Past 
Visualizing the Future 

 
Welcome to CASL Phase 2! 

 
- and -  

Congratulations on Surviving Phase 1! 
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Our Vision 

Predict, with confidence, the 
performance and assured safety of 

nuclear reactors, through 
comprehensive, science-based M&S 

technology deployed and applied 
broadly by the U.S. nuclear energy 

industry 
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The CASL Family 

Core Physics, Inc. 

CASL Founding Partners 

CASL Contributing  
Partners 

I-NERI 
International  
Partners 
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Councils Function 
Science 

John Ahearne, 
Chairman 

Independent 
scientific review 

Industry 
John Gaertner, 

Chairman 
Interaction with 

industry end users 

Education 
John Gilligan, 

Chairman 
ETO program 
coordination 

Commercialization 
Russ Miller, 
Chairman 

Coordination and 
oversight of IP 

issues 
Communications, 

Policy, and 
Economic 

Development 
Ken Nemeth, 

Chairman 

Outreach and 
communication 

strategy 

Board of Directors 
Ernest Moniz,  

Chairman 

Director: Doug Kothe 
Deputy: Ronaldo Szilard 

Chief Scientist: Paul Turinsky 

Materials 
Performance  

and Optimization 
Chris Stanek 

Sid Yip 

Virtual Reactor 
Integration 
John Turner 

Randy Summers 
Rich Martineau 

Advanced Modeling 
Applications 
Jess Gehin 

Zeses Karoutas 

Models and 
Numerical Methods 

Bill Martin 
Ed Dendy 

Validation and 
Uncertainty 

Quantification 
Jim Stewart 
Dan Cacuci 

Partnership/Alliance 
Management  

Russ Miller 

Chief Strategy Officer 
for Licensing/ 

Implementation 
Mario Carelli 

Operations 
Becky Verastegui 

U.S. 
Department  
of Energy 

CASL organization: Key personnel in 2010 Proposal 
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CASL Organization (Today) 
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Symposium Objectives 

Launch Phase 2 by reviewing past and looking 
towards the future 

 
• Day 1 – Discuss what a Nuclear Energy Modeling and 

Simulation Hub Delivers? 
 

• Day 2 – Discuss our Technical Work in Phase 1 and 
Plans for Phase 2 
 

• Day 3 – Discuss the Future of CASL and Computing 
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Thank you to our Sponsors! 
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Remembering Mujid Kazimi 



CASL Foundations 
 

Get In! 
Do Something Amazing! 

Get Out! 

Alex R. Larzelere 
Federal Director, Energy Innovation Hub 

Office of Nuclear Energy 
U.S. Department of Energy 
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The Adventure Began* 

 The Hub adventure started like the movie 
The Matrix 

 
Morpheus 
 

• “This is your last chance. After this, there is no 
turning back.” 

 
• “You take the blue pill - the story ends, you wake 

up in your bed and believe whatever you want to 
believe.” 

 
• “You take the red pill - you stay in Wonderland 

and I show you how deep the rabbit-hole goes.” 
 

We took the red pill . . . 

Introduced to DOE by 
former Secretary Steven 

Chu in 2009 

CASL Foundations 
* As Inspired by John Turner 

July 7, 2015 
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Energy Discovery-Innovation 
Institutes (e-DII) 

 Brookings Institution report 
published in February 2009 
 

 Advocated the establishment of 
“several dozen” e-DIIs to: 
 
• Foster partnerships to pursue cutting-edge, 

applications-oriented research among 
multiple participants and disciplines 

• Develop and rapidly transfer highly 
innovative technologies into the marketplace 

• Build the knowledge base and human 
capital necessary to address the nation’s 
energy challenges 

• Encourage regional economic 
development by spawning clusters of nearby 
start-up firms, private research organizations, 
suppliers, and other complementary groups 
and businesses  

Authors: 
 

James Duderstadt, Gary Was, Robert 
McGrath, Mark Muro, Michael Corradini, 

Linda Katehi, Rick Shangraw, and 
Andrea Sarzynski 

CASL Foundations July 7, 2015 
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First Appeared in the  
DOE FY-2010 Budget Proposal 

Eight Hubs proposed 
 

House only supported one 
• Topic TBD 

 
Senate kept three 

• Fuel from sunlight 
• Buildings 
• Nuclear energy model and simulation 

 
Often used as an example of how not to 

“sell” a new program to Congress 
 
 

CASL Foundations July 7, 2015 
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Original July 2009 Hub Attributes 

 Investigators & institutions 
• Multi-disciplinary, industry, universities, 

national labs 
 Leadership 

• Outstanding technical qualifications to be 
able to follow work and make adjustments 
as needed 

 Centralization 
• One physical roof 

 Term 
• Five years with possibility of renewal for 

second five year phase 
 Award amount 

• Total $135 ($25M/yr with $10M for setup) 
 Motivation 

• Use inspired research spanning 
fundamental, applied, to 
commercialization.  Done with a fierce 
sense of urgency. 

CASL Foundations July 7, 2015 
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Cited Examples and Problems 
They Solved 

CASL Foundations 

The Manhattan Project 
(Atom Bomb) 

MIT Radiation Laboratory 
(Radar for Ground, Ships, and Aircraft) 

Bell Labs 
(Replace Vacuum Tubes) 

July 7, 2015 
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The Question Was . . . Finding the 
Right Problem for the NE Hub? 

CASL Foundations 

Get more out of operating 
reactors 

Change the usability of 
modeling and simulation 

tools 

July 7, 2015 
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“I Will be Your Best Friend and 
Worst Enemy” 

 Appropriation signed 
• October 28, 2009 

 
 Held initial workshop 

• December 7, 2009 
 

 Final FOA released 
• January 20, 2010 

 
 Award announced 

• May 28, 2010 
 

 Funds disbursed 
• June 18, 2010 

 
 And so CASL began 

• July 1, 2010 

CASL Foundations July 7, 2015 
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CASL Built a Team . . . 

 Created a “badgeless” multidisciplinary 
collaboration environment for a team of 
• 4 national labs 
• 3 universities 
• 3 industry partners 
• Numerous associate members 

 
 Proactively assigned leadership roles to 

partners across the CASL organization 
 

 Implemented VOCC and an innovative mix 
of collaboration technologies and 
geographic co-location weeks to create a 
cohesive team 

 Customized Trac tool to enable 
distributed milestone creation, 
tracking, review, and completion 
 

 Developed and implemented 
methodologies for distributed 
software development 
 
 

CASL Foundations July 7, 2015 
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. . . Designed and Developed the 
Virtual Reactor . . . 

 Developed and delivered the 
Virtual Environment for 
Reactor Analysis (VERA) 
• Architecture and multi-physics 

code coupling software 
• Populated with advanced 

modeling and simulation tools 
that appropriately simulate 
physical behaviors found in 
nuclear reactors 

• Guided by “challenge problems” 
that ensured that VERA 
addressed current industry 
issues (i.e. useful) 

• Implemented with a “user 
environment” that is appropriate 
for an industry setting (i.e. 
usable) 
 

CASL Foundations 

To Improve Industry’s Ability to Address 
Performance & Safety Challenge Problems 

CASL Built This - VERA 

July 7, 2015 
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BTW, The Original Meaning of 
VERA* 

July 7, 2015 CASL Foundations 

Firefly (TV Series) 
 
Jayne: “It's a Callahan full-bore auto-
lock. Customized trigger, double 
cartridge thorough gauge. It is my 
very favorite gun. . . . I call it Vera.” 

* Once again, inspired by John Turner 
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. . . and Changed the R&D 
Business Model. 

 Focused on “use inspired” research 
• Participation by industry partners in 

planning and executing R&D 
• Guided by outside Industry Council 

 
 Enabled Light (Right) Federal Touch 

• Agility to quickly make technical course 
corrections when needed 

• Science Council to maintain technical 
quality 

• Board of Directors to set strategy 
• Very responsive to DOE annual reviews 

 
 Imbedded Educational Program 

• Student researchers 
• Engagement with academia to move 

CASL technology into the classroom 

 Focused on Technology Deployment 
• RSICC software releases 
• Use of “Test Stands” in industry settings 

to understand deployment issues 

CASL Foundations 

Westinghouse Test Stand 

EPRI 
Test Stand 

TVA Test Stand  
July 7, 2015 
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CASL Made Some Mistakes 
“Research Findings” & Recovered 

Not every technical approach 
worked out 
 

Not everybody worked out 
 

CASL was given sufficient 
(but not too much) time and 
funding to figure that out and 
make corrections 
 

NE acted as a partner in the 
success of CASL 

CASL Foundations July 7, 2015 
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NE Used a “Light Federal Touch” 

Started with the definition of oversight in 
OMB circular A-123 
• “Federal employees must ensure that federal 

programs operate and federal resources are 
used efficiently and effectively to achieve 
desired objectives.” 
 

Evaluated the proposed CASL 
management plan and determined that if it 
were implemented as proposed, it would 
satisfy the OMB oversight requirement 
 

Therefore in Phase 1, the NE light federal 
touch focused on ensuring that CASL 
managed itself as it proposed 

CASL Foundations July 7, 2015 
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The Essential Role of FFRDC 
National Laboratories 

Multi-disciplinary Integration 
• By their very nature, labs have 

to be multi-disciplinary with the 
capability for system integration  
 

Enabled a “light federal 
touch” 
• Labs come with a full array of 

support functions needed to 
operate Hubs. 

• Project Managers, Financial, 
Contracts, Intellectual Property, 
Outreach 

Hubs are a great way to re-
establish the “right” 
relationship between DOE 
and the national labs 

CASL Foundations July 7, 2015 
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“Develop and Rapidly Transfer 
Highly Innovative Technologies” 

The model for the Hubs all 
focused on applying science 
and technologies for systems 
to be deployed and used 
 

 Identified barriers to 
deployment 
• Usefulness and Usability 
• Legal structure 
• End user motivation 

 
CASL provided the resources 

and focus needed to 
overcome those barriers 

July 7, 2015 CASL Foundations 
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CASL Was Noticed 

 Senate Energy and Water FY14 Markup 
  

• “The Committee recognizes the 
accomplishments of this Hub, whose 
centerpiece is a virtual model of an 
operating pressurized water reactor. 
Research and data from this Hub has, 
and will continue, to provide a basis for 
improving the safety and economic cases 
for approximately two-thirds of the 
Nation’s operating commercial reactors. 
Allowing researchers and engineers to 
examine real-time operations in this 
virtual reactor provides opportunities to 
address issues in nuclear reactors that 
have not been possible until now. The 
Department is encouraged to apply 
lessons learned from this Hub to any new 
Hubs it proposes in the future. 

July 7, 2015 CASL Foundations 
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No Resting on Your Laurels – 
On to Phase 2! 

Criteria to Qualify for a 
Phase 2 
 
• Technical Performance – 

Meeting Milestones 
 

• Annual Reviews – 
Successful Completion 
 

• Impact on Science and 
Engineering – 
Publications, Presentations, 
Students 
 

• Technology Deployment 
– Demonstrated Success 
 
 

Plans for Phase 2 
 
 
 
 
 
 
 
 

 
 
• Most Importantly – Phase 2 is 

not a repeat of Phase 1! 

CASL Foundations July 7, 2015 
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Light Federal Touch Part 2 

Demonstrated Taxpayer return 
on investment 
 

Certified by Industry and 
Science Councils 
 

Presentation of the report in 
Washington (i.e. An Investor’s 
Meeting) 

Annual Report will include 
 

• Investment Summary 
• Impact return on  

– End User 
– Science and Engineering 
– Education 
– Preserving Taxpayer Investment 

 

July 7, 2015 CASL Foundations 
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Life Beyond CASL –  
There Has to Be! 

At the end of CASL, the 
Taxpayers will have invested 
about ¼ of a Billion $s 
 

Questions are: 
• How to preserve and leverage 

that investment? 
– Modeling and simulation tools? 
– R&D capabilities and team? 

 
We do not need answers 

today – but soon! 

July 7, 2015 CASL Foundations 

Time 

M
od

S
im
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ap

ab
ili

tie
s 

Maintain & Support 
(VERA WG?) 

R&D for New LWR 
ModSim Capabilities 

(NEAMS?) 

2020 
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What the CASL Phase 1 
Experience Taught Us About Hubs 

 Competitive Proposal Process 
• Pick a general problem – let the 

competitors figure out the details 
• Evaluate them on their  

– Problem definition 
– Their approach to solving it 
– Their team to do it 

 
 Focus on Solving Specific Game 

Changing Problems 
• Make sure they are defined by the 

end user as being important (and 
not just because they are 
“interesting science research”) 

• Challenge problems should be used 
to focus Hub activities and 
resources 

• Feds need to make sure the Hubs 
“stay on target” 

 

 Light Federal Touch 
• Once you hired a “top notch” team, 

stand back and let them do their job 
(and if you have to - make them) 

• Work on a daily basis to keep the 
regular DOE management style from 
creeping in 
 

 Maintain a Fierce Sense of Urgency 
• Important for Hubs to stay “lean and 

mean” 
• Hubs should not become long-term 

research institutes 
– Get in 
– Do something amazing 
– Get out 

• Final success of Hubs depends on the 
deployment of their technology 
 

 
 

 

July 7, 2015 CASL Foundations 
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Coming Full Circle 

EXECUTIVE SUMMARY 
 

The need to renew America’s economy, foster its energy security, and 
respond to global climate change compels the transformation of U.S. 
energy policy. Innovation and its commercialization must move to the 
center of national reform. Not only must a broad range of carbon 
pricing and regulatory responses be adopted, but major increases in 
federal R&D are essential along with the deployment of bold new 

research paradigms. To that end, the federal 
government should establish a national 
network of regionally based energy 
discovery innovation institutes (e-DIIs) to 
serve as the hubs of a distributed research 
network linking the nation’s best scientists, 
engineers, and facilities. Through such a network, the 
nation could at once increase its current inadequate energy R&D effort 
and complement existing resources with a new research paradigm that 
would join the unique capabilities of America’s research universities to 
those of corporate R&D and federal laboratories. 

Jim Duderstadt:   
How did we do? 

CASL Foundations July 7, 2015 



What is the ROI for High 

Performance Computing? 

CASL Meeting 

Dimitri Kusnezov 

July 7, 2015 

 

Time-urgent policy decisions are increasingly benefiting from the 
predictive scientific assessments of risks and outcomes. However 
the ability to inject computational science into decision processes 
can be haphazard, requiring awareness of potential tools and 
involvement in the policy decisions. How and when we use such 
tools should be measured against the type of problem we are trying 
to address. I hope to provide some insight into how we do things 
and why  through a series of examples including the Fukushima 
Daiichi accident and aircraft safety to the Gulf oil spill and Ebola.  

Disclaimer: These views are mine and not of the DOE. 



Today’s Discussion 

I. Science/Policy Interface  
 Viz. ‘predictions’  vs  ‘actions’ 

 

II. Why/How should we understand the Return on 
Investment (ROI)? 

 

III. Some cases from pre- & post-hoc analyses 
 Successes and failures 

 

IV. Tools: Next generation computing 
 The Convergence of high-performance computing and Big Data 

 

V. Outlook 

Photo: Kevin Rofidal, USCoast 

Guard 

http://upload.wikimedia.org/wikipedia/commons/d/d1/I35W_Collapse_-_Day_4_-_Operations_&_Scene_(95).jpg


I. Science/Policy Interface 
Preliminary thoughts 

 How we implement simulation to inform decisions 

and policy is inherently challenging 

 

 Suggest that ‘trust’ in the role and value of 

simulation is personal and experientially rooted 

 Scientific divisions were captured centuries ago, 
based on beliefs of how we reason 

 We see these schools of thought today not only 
among scientists;  Its not scientist vs non-scientist 

 

 Today I hope to highlight some commonalities 

between a number of disparate issues 

3 



USNCC

M9, SF, 

7-23-07 
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e.g.  http://www.sigma-engineering.co.uk/light/lightindex.shtml 

As a theorist, I like to remind my colleagues that 
experiments are not the final arbiter 

Even precise quantities have drifted in time… 
Consider the speed of light: 

../../Kusnezov/Desktop/lightpage2.htm


Problems abound & are diverse in 

character  
Both expectations & capabilities are evolving but not necessarily in tandem 

 Technology: Driven today by a robust market for portable electronics 
 Freeing our thinking on what we can and can’t do  (eg J. Dongarra & Ipad2≈Cray2) 

 Impacting what how will do big computing 

 Growing expectations that we have deep insights in increasingly complex societal issues:  

 Energy, Security, Climate, Health, Critical Infrastructure, … 

 Simulation at unprecedented scales is increasingly available 

 

Different flavors of problems exist 

 Data Rich → “big data” 
 Real-time streaming data; Sensor arrays, social media, hurricanes, weather,… 

 Challenges distinguishing causative from correlative signals 

 Not easy to solve the inverse problem 

 

 Data Poor →  Limited experience base & intuition 
 Model dependent; Integral data that is not model specific 

 Untestable until it happens 

 



Prediction is part of our day to day lives… 

 First prediction of solar eclipse by Thales of Miletus (585 BC)  

 Where SMRs might be deployed in the US 

 Tide tables 

 Lifetime of first excited state of hydrogen 

 Laminar-/turbulent-flow drag of a thin plate,  

  aligned with flow direction 

 Performance prediction for a new aircraft 

 National Hurricane Center forecasts 

 Climate prediction 

 Astrology 

 … But consequences of poor predictions are not all the same.  

 Today we are turning to science based prediction to inform 
increasingly serious problems. 



I see two classes of problems 

Class 1: ‘Output based’: Well defined, scientifically processed questions. 

 Those for which a mathematical theory of error exists 

 For example, scaling a “single-physics” application to the maximum 
scale the computer can handle; well defined problems in controlled 
approximations. 

 The most comfortable and conventional approach 

Class 2: ‘Outcome based’: Often technically imprecise. 

 Those which we are applying to high-leverage decisions; where the 
promise of supercomputing is driving us to address issues of national 
importance, but where approach to prediction requires significant 
development. 

 These are typically multi-scale problems and multi-disciplinary 

 

Discovery lies here, where we are limited by our 
imagination and the risk we are willing to take. 

The tool for prediction is largely 

simulation 

COMPUTING IN SCIENCE & ENGINEERING, Sep/Oct 07, pp 62-67 



In this second class, we ask: 

Can simulation play a role? 

8 

If the answer is yes: (n.b. Not everything is suited to be scientifically-

informed.) 

What actions are needed and when? 

What is your confidence? 

How do bring science to bear into the  

 decision process?  

What does it mean? 

What are the risks? 

What happened?  

Can it happen again? 

… 

 

What are the right questions? 

Are the right people asking? 

Are we positioned to answer them? 

 



II   How do we determine ROI? 

We reached out to IDC to ask this question broadly (Joseph, Conway, Dekate, 
2013). IDC created two unique economic models and an innovation index: 

• A macroeconomic model that depicts the way HPC investments result in: 

• economic advancements in the form of ROI in revenue (GDP), profits (and cost 
savings), and jobs; 

• basic and applied innovations, looking at variations by sector, industry, country, and 
organization size. 

• A new innovation index that provides a means of measuring and comparing innovation 
levels. 

Key findings include: 
• $356.5 on average in revenue per dollar of HPC invested 
• $38.7 on average of profits (or cost savings) per dollar of HPC invested 
• The average number of years before returns started: 1.9 years. 
• The average HPC investment per innovation: $3.1 million. 

 

Federal differences for our large scale applications: 

• Taxpayer dollars – explore return to society 

• Outcomes are often decisions and deferred or incurred costs 

 



III  Pre & Post Hoc Analyses 

 

… some examples of decisions being informed 
by increasingly multi-scale, experimentally 
validated simulation 

… some examples where predictions have 
failed 



Policy Driven Challenge: Replace underground 

nuclear testing with a simulation based scientific 

methodology with which to assess and maintain 

confidence without resorting to testing. 

 

 

Time Urgencies: 

•   Annual report to the President on status 

•   Provide policy options for the deterrent 

•   Using simulation to assess and ensure that the  

     nuclear stockpile is safe, reliable and secure. 

 

 

Many more questions are being asked today: 

• Safer? More secure against misuse? 

• Reuse of parts?  

• Interchangeability of systems & single point          

 failure? Reliability and small stockpiles? 

Can you guarantee the reliability to the President? 

• What are other countries doing and how does this impact our nuclear posture? 
• Countering nuclear threats: terrorism and proliferation. 
• Nuclear forensics  



A simulation based enterprise replaced 

nuclear testing 17 years ago… 

Pre-Moratorium (1945-58):  194 tests 

      Data included fireball photos, seismic, radchem, reaction history 

Post-Moratorium (1961-1992): 860 tests, mostly conducted in either    

      shafts or tunnels 

Today: Explore hypotheses not tested during testing era; data are used       

      to improve modern simulation capabilities 

 

• Tested for success, not failure 

• Tests were instrumented and often constrained 

• Not everything was tested 

 

Today, every aspect of the enterprise is modeled. 

 

 

 

 

1 10–15          10–12          10–9            10–6          10–3   

  Characteristic Length Scale (m)  

Constitutive 
Models 

Materials  
Strengths 

Nuclear  
Structure 

Full System Molecules 
and Shocks 

Atoms 



In ’04 Pu aging was emerging as a concern 

Weapons do not age gracefully. Effects can occur suddenly and are multi-dimensional. 
Aging was not an issue during the period of testing. 
Highly radioactive material accentuates aging process. 
   

Example: Plutonium metal 

•  On average, each atom of Plutonium has been displaced once every ten years.  
•  Helium bubbles form 
•  Material becomes enriched with Uranium as well as other products.   

Typical types of issues:   As-built issues,  Aging issues,  Replacement of materials 



Plutonium Aging 

Key question being asked:  
Are we at a crisis point in that we are reaching the end of life 
of weapons right now (~ 2004)? 

Scale of issue:  
A multi $B modern pit facility was in play. A rebuild of key 
systems is measured in $B. 

Dedicate first 2 years of BGL to a Pu aging effort 
500 yr to 50 yr validated predictions 

Cost: 
BGL:  59M cost; TCO  70M    2 yrs about 35M 
Add people, SW, modeling:  50M 

ROI:  Informed (favorably) a multi B$ problem. May leverage 
decision at about 1% of total cost: 

ROI: ≥100x 



Major Hurdles in Effective Use of Technology: 

Uncertainty Quantification Issues 

How do you convince others that your predictions are trustworthy? 

Three main issues exist: 

 Characterization of uncertainties as inputs to simulations: 

 Propagation of uncertainties (aggregation/convolution) through 
codes to quantify  uncertainty in some integrated performance 
parameters. 

 How calibration works within a structured, disciplined UQ 
methodology and for what purpose. 

 

Connection to experiment through a validation program is vital. 
 

There is a pressing need for pragmatic solutions 



Spalled foam impacting wings in prior 
flights had caused only minimal damage 
(much smaller pieces) 

Columbia Flight STS-107 

STS-107 was the 113th mission 

in the Space Shuttle Program 

and was Columbia’s 28th flight 

(Columbia was the first orbiter 

into space.) 

The launch took place at KSC 

pad 39A on 1/16/03 at 10:39 

EST. 

First day reports indicated a 

nominal launch with only 

“minor” anomalies 

n.b. During STS-107, ‘Crater’ 

predictions were well outside 

the parameters against which it 

had been empirically validated. 
(CAIB) 

 

 

 (Courtesy Dr. T. Bickel, SNL) 



Wing section being simulated 
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Impact viewed from front and inside on tiles 
6&7: Damage depends on current state/aging of 
RCC. 

Simulations discounted prevailing notions and 

determined potential failure mode 

DOE/NNSA codes with actual 

material characterization were 

readily applied to the Columbia – 

failure can be seen as material turns 

red - briefed to Gehman Commission 
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Video courtesy of NASA and Southwest Research Institute 

‘Confirmatory experiments followed 4 months later: 

Panel 8 - July 11, 2003 at SwRI 

2.2 msec analysis of 

Panel 6 shown with 

image from test at 

same time from 

impact. Good 

correlation on foam 

footprint – good 

correlation for 

initiation of foam 

breakup 



ROI? 
Key question being asked:  

What caused the failure? 
Scale of issue:  

Time urgency after the fact not as much of a factor.  
Codes already mispredicted problem  

Dedicate codes and computers for 2 months (Feb-
Mar). People, codes and material characterization < 
500k.  
ROI: Value here less tangible: 
• Understanding helps program restart – lost 

productivity 
• Demonstration that simulation can determine 

failure modes. 
 ROI: maybe few x 



Burnt Frost 

ROI: Missile, training, deployment ~ 100M (ignoring impact of 
landfall) versus  2 mo of RS + people ~6M.   > 16x 



Fukushima Daiichi – A selected timeline 

 Earthquake/Tsunami  - March 11, 2011 

 A series of explosions follows as well as venting of 
radioactive isotopes on March 12-15 

 

 On March 11 we begin our 24/7 operations that 
include 

 National Atmospheric Release Advisory Center for 
atmospheric modeling projections  

 Nuclear Incidence Response Team 

 Consequence Management Home Team for data collection 
and analysis efforts  

 Radiation Emergency Assistance Center/Training Site 
(REAC/TS) in Oak Ridge, TN stood up to provide medical 
advice and assistance  

 NNSA Aerial Measuring System   

 … 

 March 14, 2011 we deploy a Consequence 
Management Response Team & Radiological 
Assistance Program personnel to Japan 
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NARAC (LLNL); see Sugiyama/Nasstrom et al 2012 

March 12 March 14 

March 15 March 15 
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Simulation was needed from the start 

Modeling of arrival times and doses 

What is the danger?  

How bad can it get? 

Do we recommend evacuation of US 

citizens?  

What is our (un)certainty? 

How much time is there?  

Will it reach the Tokyo? US?  

What are the dose rates?  

Which isotopes? 
… 



Evacuation of US Citizens: 

Key question being asked:  
Are people at risk and do we need to take action? 

Scale of issue:  
Transportation for up to 100k citizens 

Predicted impacts due to transport of isotopes 
Cost: 

NARAC people, SW, modeling:  50k 
ROI: $100M type of problem 

ROI: ≥100x 



Aviation Security: Northwest Airlines Flight 253  

24 

Event: Northwest Flight from Amsterdam to 
Detroit Metropolitan on Christmas Day, 
December 25, 2009 

What could happen next? 
 
How do we protect  
 against it? 



Macondo: The Gulf Oil Spill  (April 20-July 15, 2010) 
 On-the-ground technical, engineering and scientific support at BP's 

Houston Headquarters; overall more than 150 personnel from the 
National Laboratories directly supported DOE response efforts. 

 Diagnostics of the damaged blowout prevention equipment on the 
ocean floor through radiography (analysis, design and fabrication 
efforts) and with innovative, nonintrusive approaches for measuring 
pressure at various points in the system.  

 High-quality 2D radiography that BP personnel are saying breaks all 
records for deep water radiography--breaking the previous record by 
more than 4,000 feet. 

 Structural analysis of the failed riser. This allows various drill pipe, 
casing and riser scenarios to be evaluated. Predictions of the 
structural integrity of the riser kink under different flow scenarios 
and used sophisticated analysis of computer-estimated fluid flow 
inside the nonfunctioning apparatus. 

 Used the National Infrastructure Simulation and Analysis Center 
(NISAC) at Sandia studied the economic costs and societal impact of 
the oil spill on energy and other industries in the Gulf and along the 
coast to support the response efforts of the National Incident 
Commander and the Unified Area Command.  

 Provided smoke plume predictions for the original fire on the 
platform and surface-oil test burns using modeling and simulation 
capabilities to increase the understanding of surface and subsurface 
dispersion of the plume. 
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The Big Data - high performance 

computing convergence 

 
 Claim: Big data and HPC are converging in 

the next few years. 

 Qualitatively different approaches to 
inquiry 

 The Science/Policy interface 

 Privacy 

 Civil rights 

 Data brokers 

 Internet of things 

 Cyber security 

 

 

The aggregation of data and meta-data from disparate sources can provide the opportunity for 
surfacing causative relationships that were previously unknown. Are there technological approaches 
that could determine relationships between data sets while (a) protecting underlying data (b) 
exposing, in a controllable way, the methods that created the inference and (c) capturing the 
uncertainties associated with the provenance of the data? 



Large data sets 

Typically large and diverse data sets where one is looking for ‘rules’.  

 Many sources of information: Text, e.g., email; Audio/video; Sensors; … 

 A great place for mathematics and algorithms development 

 Must address: Data representation and dimensional reduction; Knowledge 
 discovery; Uncertainty, validation and prediction; Trust and timeliness,… 

We may want to know what is contained in a large data set 
(keywords/names vs broader information) 

 

ENRON emails are a testing ground since publically available 

 

Photo: Kevin Rofidal, USCoast Guard 

Analysis: J. Peery & SNL 

Can create tensor representations to 
understand: 

What are the major topics  
Who are the major participants? 
When are they taking place?  …. 



Country Source *Total Cases **New cases 
reported in 
past 21 days 

*Total Deaths **New deaths 
reported in 
past 21 days 

Liberia WHO Data 1/20/15 8,478 +501 3,605 +192 

Sierra Leone WHO Data 1/20/15 10,340 +894 3,145 +387 

Guinea WHO Data 1/20/15 2,871 +165 1,876 +168 

Total: 21,689 +1,560 8,626 +747 

Ebola 

 
 Initial CDC modeling predicted 1.4M infected by January 2015 

(9/23/14, NYT) 

 President Obama called this a “growing threat to regional and 
global security” and asked for an all of government response. 
(9/25/14, UN) 

“Stopping Ebola is a priority for the United States.  I've said that this is as 
important a national security priority for my team as anything else that's out 
there.” 

 DOE responded to lead agencies – HHS, DoS and with WH 

 Medical Countermeasures  

 Epidemic Modeling  

 West African Supply Chains/ Logistics  

 Hospital Resilience and Preparedness   

 Disease transmission/cultural issues 

 Data Mining and Big Data 

 Assessing spillover risk 

 

Countries with Widespread and Intense Transmission of Ebola (Jan 20, 2015)  
*These numbers are subject to change due to on-going reclassification. **Estimate based on numbers reported 21 days prior.  

http://apps.who.int/gho/data/view.ebola-sitrep.ebola-summary-20150120?lang=en
http://apps.who.int/gho/data/view.ebola-sitrep.ebola-summary-20150120?lang=en
http://apps.who.int/gho/data/view.ebola-sitrep.ebola-summary-20150120?lang=en
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IV Tools: Next generation computing 
 

CORAL (2017): ~150-200 pF range 

 

The tools that will enable multi-scale thinking… 

Simulation of 3D electron plasma 
waves improves understanding of 
the Raman scattering instability, a 
principal unknown in ICF ignition 

• Investigating Laser-Plasma 
Interaction (LPI) in experiments for 
the National Ignition Facility 

• 4 trillion particles over 2 billion cells, 
58,160 time steps (~1019 flops). 



We cannot procure a useable exascale system based on projected commodity processors 

Today we are thinking about the next generation of simulation tools and what types of 

problems we might be able to inform. One must ask the tough questions beforehand and 

afterwards: 

1. Are you ready for such a system? Computer codes, algorithms and science must be 

ready to exploit expensive new computer systems whose lifetime is typically 4-5 

years. Code teams could take 5-10 years to mature. 

2. Did you learn something commensurate with the investment? 

 

Many dimensions to the changes coming: 

   World we were in  World we are going to 

Processing/     Processing expensive/ Processing free/ 

Memory:  memory free   memory expensive 

    

Ecosystem US micro-electronics  Globalization of supply chain 

              supply chain    

    Government driven  Mobile device driven 

 

Cyber  Guards/Fences – ‘local’ Sophisticated and organized  

        adversaries – ‘global’ 

 

 
 

Traditional path of 2x performance improvement every 18 months has ended. 
The result is unacceptable power requirements for increased performance 

Looking hard at what we need in 5-10 yrs 



Convergence of big data/analytics & 

HPC/computing will open new areas of inquiry 

 Missions and emergent marketplaces will eventually 
drive a convergence of predictive modeling with 
analytics. Currently a discontinuity in the marketplace. 

 Architectures will converge and solutions with large 
memory and processing will enable non-predicated 
approaches to inquiries. 

 Market forces not adequate to meet mission needs so 
partnerships will be important. 



 Many problems we encounter today are complex, high consequence 
issues. 

 Simulation should be considered when it can contribute and when 
there is a reasonable ROI. Overall, ROI could be measured against 
overall effort to make a sound decision or the magnitude of leverage 
being balanced in the decision. 

 Many issues remain: 

 Peer review – the adjudicator for ‘scientific decisions’ – is not always 
possible for urgent issues. Predictions must be accompanied by a measure 
of their quality. It is not a belief system. A more transparent measure of 
confidence is needed for complex systems predictions. 

 Prediction is showing its value in pre and post-hoc applications, but often 
there is a need to have informed champions engaged to draw it into the 
fray. We need to learn to ask the right questions. The ROI should be 
captured when possible. 

 We cannot afford to have standing armies anticipating the next crisis. 
Rather we have to build responsiveness into scientific and engineering 
communities. Scientists & Engineers willing to tackle large multi-
disciplinary, and often ill-defined, problems 

 

Pulling this together 



Science Challenges: 
Development of ModSim for NE 

Paul Turinsky 
 



Outline of Presentation 

• Evolution of Computing 
• Sciences Activities 
• Innovations 
• Knowledge & Technology Transfer 
• CASL-wide Science Council 

Recommendations 
• End State 

 



Importance of ModSim to Nuclear Energy 
 

• Common Traits with Other Industries 
Bring new products to market sooner 
Optimizing product design and operations 
Reducing cost of experiments and demonstration facilities 
Gaining a deeper understanding of the physical processes 

involved 
Building customer confidence 

• Less Common Traits with Other Industries 
Examining operational domains not experimentally 

achievable due to either feasibility, cost or safety 
Understanding product performance with aging 
Training the operators 
 Supporting the licensing case 



History of ModSim for Nuclear Energy 

• World War 2 Era - Foundations of NE ModSim date back to Manhattan Project 
(1940s) using mechanical calculators 

• Cold War Era  - First digital computers utilized at NNSA and NR laboratories in 
support of defense activities (1950s) 

• Atoms for Peace Era - Foundations of commercial nuclear energy established 
coincident with beginnings of commercial computer industry (1960s) 

• Golden Era - Wider spread deployment of heavy metal machines (e.g. CDC6600 
and 7600) within the nuclear energy industry accompanied by deployment of mini-
supers (DEC VAX) for training (1970s) 

• Post Accidents Era - Transitioning from heavy metal machines to desktop 
computers to improve efficiency (1980s & 1990s) 

• Renaissance Era - Continuing improvements in ModSim prediction capabilities 
as supported by improved models, numerical methods, and desktop computing 
power (2000s onward) 

• ModSim Revitalization Era – Laying foundation for step change advances in 
ModSim prediction capabilities through utilization of HPC enabling enhanced 
physical models and solution algorithms (2010s) 



Why believe achievable? Advances in computer 
hardware, along with comparable advances in 

numerical solvers, provide computational base 

 
 
 
 

 
Current top performance ~ 50 PF 

Next Generation ~150 PF 



But what about cost? 
Today’s Leading Edge  HPC Performance = 

+6 Years Trailing Edge HPC Performance 

Date  Approximate cost per GFLOPS (2013 $US) 

1961 $8,300,000,000,000  

1984 $43,000,000 

1997 $42,000 

April 2000 $1,300 

May 2000 $836 

August 2003 $100 

August 2007 $52 

March 2011 $1.80 

June 2013 22₵ 

January 2015 8₵ 

Key Point: Target software for capabilities expected to be 
economically available when software will be ready to be utilized 



Herb Sutter, Dr. Dobb’s Journal, 2005, http://www.gotw.ca/publications/concurrency-
ddj.htm 

The Free Lunch is Over 

Moore’s Law continues (green) 
 
 
 
But CPU clock rates stopped 
increasing in 2003 (dark blue)  
 

Power (light blue) is capped by 
heat dissipation and $$$ 
 

Single-thread performance is 
growing slowly (magenta) 

http://www.gotw.ca/publications/concurrency-ddj.htm
http://www.gotw.ca/publications/concurrency-ddj.htm


Future large-scale systems present 
challenges for applications 

• Dramatic increases in node 
parallelism 

– 10 to 100× by 2015 
– 100 to 1000× by 2018 

• Increase in system size 
contributes to lower mean time 
to interrupt (MTTI) 

• Dealing with multiple additional 
levels of memory hierarchy 

– Algorithms and 
implementations that 
prioritize data movement 
over compute cycles 

• Expressing this parallelism  
and data movement  
in applications 

– Programming models and 
tools are currently 
immature  
and in a state of flux 

Exascale Initiative Steering Committee 



200 cabinets 
4,352 ft2 (404 m2) 

8.9 MW peak 
power 

SYSTEM SPECIFICATIONS: 
• 27.1 PF/s peak performance 

• 24.5 GPU + 2.6 CPU 
• 17.59 PF/s sustained perf. (LINPACK) 
• 18,688 compute nodes, each with: 

• 16-Core AMD Opteron CPU 
• NVIDIA Tesla “K20x” GPU 
• 32 + 6 GB memory 

• 710 TB total system memory 
• 32 PB parallel filesystem (Lustre) 
• Cray Gemini 3D Torus Interconnect 
• 512 Service and I/O nodes 

ORNL’s “Titan” Hybrid System: 
Cray XK7 with AMD Opteron + NVIDIA Tesla processors 

Throwing away 90% of 
available performance if 

not using GPUs 



What enhanced capabilities over current 
practices will HPC provide? 

Predictive capabilities 
• Utilization of more science based models 
• Multiscale - Utilization of micro and mesa scale models to 

increase understanding and provide closure relationships/physics 
models 

• Multiphysics – Utilization of tighter coupling of physics 
components as appropriate 

Phase-space resolution 
• Space, time, energy and angle 
VUQ practices 
• Verification & validation 
• Uncertainty quantification 
• Data assimilation 
 



Components of Science 

Physical Sciences 
 
Engineering Sciences             Computational Science  
 
Mathematical Science 
                                                  Computer Science 



NE Relevant Gaps in Components of Science 

• Physical Sciences 
 Materials Science. 

 Fuel 
 Structural  

 Coolant Chemistry 
 Structural Response 
 Multiphase Flow 

• Engineering Sciences 
 Translating scales 

• Mathematical Sciences 
 Coupling 
 Iterative Convergence 
 Spanning scales (time 

and space) 
 UQ/Data Assimilation 
 Well Posedness 
 Domain Decomposition 
 

• Computational Science 
 Architecture Dependent Parallelism 
 Data Management 
 Work Flow/User Interface 
 Configuration Control 

 



CASL Physical Science Activities 
• Materials Science (Micro & Meso Scale [DFT, MD, 

PF]) 
Cladding: Creep, growth, corrosion (Zr-H-

O),cracking, wear (fretting & contact) 
Fuel: Fission product gas release, thermal 

conductivity 
CRUD: Thermodynamics, surface potential, 

meso-scale T-H and transport 
• Thermal-Hydraulics (Meso Scale [DNS]) 
Fluid: Lift, drag, boiling, condensation, bubble 

nucleation, coalescence & breakup, near-wall 
behavior 

• Radiation Transport 
Physical science aspect well understood, so no 

basic science activities going on 



CASL Engineering Science Activities 

• Materials Science 
Material models 
Coolant chemistry 

• Thermal-Hydraulics 
Closure models 
Statistical analysis capabilities 

• Radiation Transport 
Resonance treatments (deterministic and Monte Carlo) 
Group cross-sections generation 

 
 



CASL Mathematical Science Activities  

• Materials Sciences 
Pellet-Clad contact model 

• Thermal-Hydraulics 
Domain decomposition (Subchannel & CFD) 
CFD (and M-CFD) implicit and semi-implicit solution 

algorithms 
• Radiation Transport 
Resonance treatment (Monte Carlo) 
Domain decomposition (deterministic and Monte Carlo) 
Acceleration methods (deterministic and Monte Carlo) 
Memory management (Monte Carlo) 
Convergence understanding (deterministic) 



CASL Mathematical Science Activities  
 

• Multiphysics 
Data transfer 
Acceleration methods 

• UQ and Data Assimilation 
Reduced order modeling 
 Surrogate models 
Accelerated MCMC 

 
 



CASL Computational Science Activities 
• Environment 
Continuous integration, build and test system 

• Materials Science 
BISON—CASL, MAMBA, MAMBA-BDM, HOGNOSE 

• Thermal-Hydraulics 
CTF, Hydra-TH 
GPU Utilization, Parallelization 

• Radiation Transport 
MPACT, INSILICO, SHIFT 
GPU Utilization, Parallelization 

• Multiphysics 
VERA-CS, TIAMAT, MAMBA Integration, DTK 

• UQ & DA 
DAKOTA (enhanced) 



Innovation Highlights   

Thermodynamically stable nickel ferrite particles, likely 
not removed by conventional CVCS, may be the source 
for CRUD nucleation 

Coupled 3D CRUD-chemistry + CFD calculations reveal 
“striping” behavior due to thermal feedback and 
turbulent kinetic energy 

 Fretting wear occurs in multiple stages - different than 
linear models typical of industry 

Constitutive laws for dimensional change of cladding, 
when based on crystallographic mechanisms of defect-
dislocation interactions, can account for grain-
environment interactions 

• Materials Performance & 
Optimization 
Enhanced thermodynamic models for 

CRUD phases allow for development 
of composition-aware CRUD formation 
and growth model 



Innovation Highlights 

 Properly formulated fully-implicit projection algorithms, 
using modern nonlinear solution methods, deliver 
unprecedented robustness, accuracy, and computational 
efficiency for single and multiphase CFD (M-CFD). 

 Experimental campaigns for high-resolution subcooled 
boiling provide a renewed and different view on boiling 
mechanics, leading to development of improved M-CFD 
boiling models. 

 Extension of the multiphase direct numerical simulation 
(DNS) enables gathering an unprecedented volume of data 
for new insights on bubble behavior for incorporation into 
the M-CFD closure models. 

• Thermal Hydraulics Methods 
New mechanisms discovered for 

bubble nucleation, bubble 
dynamics, bubble-wall 
interactions, and flow boiling heat 
transfer in weakly turbulent 
bubbly channel flows. 



Innovation Highlights 

Multi-level energy partitioning yields scalable [O(100K) 
cores] discrete ordinates simulations on eigenvalue 
problems, and GPU-enabled sweep kernels can deliver 
further speedup (3-5x). 

1D on-the-fly cross section processing for pin-by-pin 
homogenized cross sections proves highly accurate on 
a wide class of problems when coupled to a low-order 
(SPN) 3D solver. 

Angular collocation methods (SN and MOC) exhibit 
much better convergence properties for k-eigenvalue 
problems with QR quadrature sets 
 

• Radiation Transport Methods 
Theory exists for 3D converged/stable 

coupling of 2D planar method of 
characteristics( MOC) sweeps to 1D axial 
solvers. 
ESSM yields accurate, inline calculation of 

core-level multigroup cross sections. 



Innovation Highlights 

DREAM-based algorithms for constructing credible and 
prediction intervals for UQ studies show promise 
relative to those constructed analytically for linear 
models, direct Bayes implementation, and DRAM 

New reduced order modeling based algorithms can 
enable application of UQ and data assimilation (DA) to 
complex reactor models. 

Best estimate DA techniques can quantify response 
uncertainties to subchannel T/H models. 

Increase in leading 
coefficient -> 
decrease in Reynolds 
exponent 

• Validation & Uncertainty Quantification 
Advanced model calibration 

methodologies based on statistical 
modeling and Bayesian inference can 
guide M-CFD subgrid model (subcooled 
flow boiling, turbulence) development. 



Innovation Highlights 

New linear and nonlinear solution methods hold 
promise for future improvements to advanced multi-
physics solution methods 

Availability of high-fidelity neutronics reference (MC) 
solutions for full core reactor physics phenomena (e.g., 
hot zero power) is an invaluable means for using HPC 
resources in guiding development and application of 
lower-fidelity methods. 

• Physics Integration 
Establishing core physics progression problems 

is an effective method to guide core simulator 
development and measuring progress. 
The Development of a continuous integration, 

build and test system based on TriBITS supports 
development of VERA with code being 
contributed by a large number of developers 
across multiple distributed code repositories. 



Innovation Highlights 

Coupled code calculations illustrate the substantial 
impact on predicted CRUD & boron.  

Vessel CFD modeling illustrates the promise in 
predicting reactor flow distributions, fibrous debris 
effects, & unsteady flow. 

MC simulations on DOE HPC Platforms can characterize 
detailed operational features of Gen 3+ reactors such 
as the Westinghouse AP1000 and its MSHIM™ rodded 
operation 
 

• Advanced Modeling Applications 
VERA’s ability to predict full core 

reactivity, power distribution, and 
control rod worth vs. Monte Carlo 
(MC) reference results exceeds 
expectations in comparison with 
operational reactor startup data. 



Publications & Presentations 

Document Type Quantity (May 2014) 
Journal Articles, refereed 68 
Conference Papers 341 
Technical Reports 37 
Milestone Reports 520 
Presentations 52 
Workshop/Seminars 95 
Reference Documents 7 
Record/NR Publications 53 
Management Documents 154 
Awards 4 
Thesis, Poster, Manual, Patent, Images 10 
Total 1,321 

Special issue of JCP planned with 18 articles 
Need to assure journal articles’ volume increases   



Publications & Presentations 



Education 
• Students & Post Docs 

 
Participation Level 
20 undergraduate students 
11 masters students 
57 doctoral students 
15 post-doctoral associates 

 
 14 different academic institutions have participated in the 

CASL Education Program 
Over 125 have participated in the Summer Student Workshops 

CASL Technology School will be initiated in Phase 2 

CASL support produced Mark Mills Award Winner 



Technology Deployment 
• VERA Code Releases and Training 
 VERA Code Releases (loaded on non-CASL utilized development 

computers) 
 VERA*: WEC, EPRI, NC State & UT-Austin 
 CTF: NuScale & NRC 
 Hydra-TH: WEC, AECL, Aston U., CMU, Kitware, MIT, NASA, PSU, 

TAMU, UT-A 
 Dakota: WEC & NRC 

 Training/Orientation 
 VERA-CS: Provided to Industry Council members at ANS Advances in 

Nuclear Fuel Management IV Topical Meeting 
 CTF: Provided to NuScale and Student Workshop participants 
 MPACT: Provided to Student Workshop participants 
 Peregrine: Provided to EPRI & Student Workshop participants 

*Includes all the components making up VERA at the time of down loading. 

  
 



Technology Deployment 
• Test Stands Deployed 

 
WEC (focus on radiation transport [Insilico]) - Completed 
EPRI (focus on fuel performance) [Peregrine] - Completed 
TVA (focus on hydraulics [CFD] [Hydra-TH]) – In Progress 
AREVA (focus under discussion) – Planned 
GSE & B&W (MPower) – Expressed desire to host Test 

Stand 

Test Stands have exceeded expectations 
in providing CASL with constructive 

feedback 



Actions on Science Council Non-Focus  
Area Specific Recommendations 

• SC Recommendation: Improve communications and 
understanding between SLT and industry regarding technical 
needs. 

• Actions Taken/Planned: Industry Council has been restructured 
and chaired by IC member with CASL partner EPRI providing 
logistics support. This has greatly increased engagement. 
Working Group will be formed in FY16. 
 

• SC Recommendation: In Phase 2 CASL should strive for 
following funding mix: model & software development / assess & 
improve confidence & robustness of software / demonstration, 
documentation & usage of software in industry-representative 
environment => 50%/30%/20% 

• Actions Taken/Planned: Current funding mix: 61%/27%/12% 
More immediate attention required to accelerate shift toward SC 
recommendation. 

 
 



Actions on Science Council Non-Focus Area 
Specific Recommendations 

 
• SC Recommendation: IP issues need to be resolved to assure 

full engagement of partners. 
• Actions Taken/Planned: Unable to reach agreement on 

modifications to IP Management Plan (IPMP). Agreement (IIA) 
reached between code owners (LANL, INL, ORNL, UM) [without 
input of other partners] allowing UT-Battelle to distribute VERA. 
IP Subcommittee of BOD reactivated to address IPMP and IIA. 
 

• SC Recommendation: SLT needs to address severely lagging 
development of MPACT and Hydra-TH 

• Actions Taken/Planned: MPACT now back on track. Hydra-TH 
team focus shifted from CFD methods development to closure 
models’ development. Path forward being refined as noted in 
separate THM FA presentation. 



Actions on Science Council Non-Focus Area 
Specific Recommendations 

 
• SC Recommendation: Assure that the Focus Areas’ Annual 

Review and Planning Workshops provide sufficient coverage of 
V&V plans and execution. In addition, the FAs should review 
plans for and execution of comparisons of CASL simulation 
results with well-recognized benchmarks in NE.  

• Actions Taken/Planned: Elevating visibility and oversight [via 
milestone level] of V&V plans and execution for each physics 
code, VERA-CS and Challenge Problems’ integrated capabilities.  



Summary 
• Total number of publications is impressive and in diverse 

journals & proceedings, but more attention to producing 
archived journal articles is necessary 

• Test Stands have been very helpful to guide CASL 
development – Do need to facilitate organizations other than 
CASL Founding Members hosting future Test Stands to obtain 
wider credibility and hence acceptance 

• Documentation, validation & training will be key to software 
acceptance but also demanding on resources 

• Innovations have spanned science, applied mathematics & 
computational science and engineering 



Target End State Capabilities 
• VERA-CS 

 PWR & iPWR full-core, pin resolved, depletion & transient capability 
 BWR sub-core (stretch full-core), pin resolved, depletion capability 

• PCI: PWR, iPWR and BWR capability 
• CRUD: PWR & iPWR capability 
• GTRF: PWR & iPWR pin behavior (stretch gap opening), wear, fluid forces & 

interoperability (structural mechanics) 
• DNB: PWR & iPWR core-wide (subchannel) & M-CFD 
• LOCA: PWR, iPWR & BWR fuel response (IC, corrosion and balloning) 
• RIA: 
 PWR & iPWR full-core, pin resolved, transient neutronics, subchannel, 

fuel performance capability 
 BWR sub-core (stretch full-core), pin resolved, transient (stretch 

neutronics), subchannel, fuel performance capability  
•  Other Thermal-Hydraulics (M-CFD): Thermal & solutal driven flows (single phase) 

& BWR nominal operating conditions flow regimes 
• Interoperability: Structural mechanics, systems simulation & core simulator 



 
COMMENTS 

& 
QUESTIONS 



Modeling & Simulation Support for Nuclear Industry: 
 

 Westinghouse Perspective on the Future 
 

CASL Symposium 
Ashville, NC 
July 7, 2015 
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Outline 
• Description of Current Reload Tools 

 
• CASL Tool Vision 

 
• Future Vision of Model and Simulation 

– Benchmarking 
– Fuel Design Optimization 
– Risk Assessment 
– Advanced Fuel Rod Performance Applications 
– Safety Analysis 
– Vessel Analyses 
– Validation 

 
• Summary 
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Description of Current Reload Tools 

• Westinghouse Current Reload Tools not directly coupled except for RAVE 
(Retran/ANC/VIPRE, loosely coupled) applied for selected transients 

• A Loading Pattern Risk Assessment (LPRA) Process is used to assess 
risks of final core design 
– Fuel rod design criteria, PCI,GTRF, CIPS, CILC, fuel assembly bow, damaged fuel, 

debris fretting, etc 

A Multi-Physics coupled tool set could provide significant 
benefits for reload analysis and risk assessment 

CASL-enabled 
workflow 

Containment 

Coupled in-core and ex-core 
neutronics (with depletion), 
T-H, and fuel performance 

System 

Current 
practice 

Containment 

Lattice 
physics 

System 

Depletion 

Core  
neutronics 

Core  
T-H 

Fuel  
performance 
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CASL Challenge Problems 
Key operational & safety relevant reactor phenomena that limit performance 

CASL is committed to delivering 
simulation capabilities for 
 Advancing the understanding of key 

reactor phenomena 
 Improving performance in today’s 

commercial power reactors 
 Evaluating new fuel designs to further 

enhance safety margin 
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CASL VERA Tool 
Vision 

VERA Tool 
Application to 
Challenge 
Problems 
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CASL Phase 2 Plans 
 

• Expand capabilities for PWR Challenge Problems 
• Extend and apply capabilities to SMRs (iPWRs) 

– Natural circulation 
– DNB in low-flow conditions 
– CRUD for long-cycle operations 

• Extend capabilities to BWR challenge problems 
– Thermal-hydraulic flow regimes 
– Core simulation (sub regions and potentially full core) 
– Fuel performance – PCI, cladding integrity 
– Convective and solute flows and mixing 

• Continued releases and deployment to potential 
end users 

BWR – Boiling Water Reactor 
SMR – Small Modular Reactor 
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Potential Benefits of Advanced Simulation 

• Greater freedom in loading pattern 
determination 
– Reduction of feed region size 

• Improved core product designs 
– Enhanced mixing vane design 

• Increased operating flexibility  
– Improved load follow capability 
– Power uprates 

• Addressing new NRC regulatory 
requirements 
– Recent Loss of Coolant Accident (LOCA) and 

Reactivity Insertion Accident (RIA) issues 
• Utilize tools for benchmarking, risk 

assessment and ultimately for safety 
assessments 

 
 AP1000 Benchmark 
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Advanced simulation technology 
leveraged to demonstrate 

performance of AFC design under 
low power physics test conditions 

CASL Simulation Benchmarks of AP1000 Advanced First 
Core Design 

SHIFT (Stochastic) 

AO 
MD 

MC 

MC 

AO 

AO 

AO 

MD AO 

CR 

MPACT (Deterministic) 

 Critical Boron Conc. 
 Differential Boron Worth 
 Isothermal Temp. Coeff. 
 Control Bank Worths 
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Optimizing Fuel Design 

• Fuel assembly design needs from M&S 
– Assembly design candidates require expensive 

tests (e.g. critical heat flux) 
– Develop mechanistic CFD tool for predicting 

DNB and Dryout 
– VERA capabilities could assist with design 

candidate down selection 
• VERA simulation requirements 

– Must be able to predict relative changes among 
designs 

– Minimal tuning is desired 
– Adequate benchmarking against relevant 

phenomena 
– Needs to allow proprietary models 
– Reasonable simulation times acceptable 

CASL tools help optimize designs, minimize costly testing 
and introduce new products to market faster 
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Risk Assessments 
• CRUD Risk Assessments 

• Improved crud/chemistry model  
• Improved evaluation of boiling surface area and crud 

thickness 
• Advanced chemical thermodynamics 
• Address current methods lack of ability to accurately treat 

assemblies with power gradients or Gad Burnable 
Absorbers 

• Fully coupled so all feedbacks treated consistently 
• Targets enhanced PWR Level IV crud risk assessment 

tools 
• VERA tools and insights are being used to inform potential 

crud reducing strategies 
• GTRF Risk Assessments 

– Evaluate margin to GTRF leaker by using BISON to estimate 
grid to rod gap, CFD for turbulent excitation force, improved 
wear model and VITRAN to predict rod vibration and wear 

VERA will enhance risk assessment capability and 
provide more margin and confidence for making 
fuel management and design changes 
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Advanced Fuel Rod Performance Applications 

• Utilize CASL-BISON to benchmark fast running PAD code 
– Use available fuel rod database to validate CASL-BISON models 

• Apply CASL-BISON for core wide PCI evaluations and zoom in for 
3D analysis and apply for load following capability 

• Use CASL-BISON for more mechanistic 3D corrosion and hydrogen 
evaluations in cladding – link to MAMBA with CRUD 

• Use CASL-BISON for RIA and LOCA evaluations 
• Use CASL-BISON for Accident Tolerant Fuel including high density 

pellets 
• Use CASL-BISON for modeling fuel dispersal 
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Safety Analysis – e.g. Simulation of Steam-line Break  

• Simulation of DNB limiting time step for PWR DNB steamline break w/o offsite power 
• High resolution modeling with coupled neutronics to recover margin in safety assessments 
• CFD to be applied for inlet boundary conditions 
• Validate CTF for steady state and transient applications including DNB & LOCA analyses 
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VERA Core Simulator Validation 
Four-component plan 

• Measured data from 
operating nuclear 
power plants 

• Measured data from 
experiments with 
small critical nuclear 
reactors 

• Measured isotopics in 
fuel after being 
irradiated in a nuclear 
power plant 

• Calculated quantities 
on fine scales from 
continuous energy 
Monte Carlo methods 

ITC –  Isothermal Temperature Coefficient 
BOL – Beginning of Life 
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Vessel CAD and CFD Model 

• Watts Bar ¼ Vessel Model 
– Westinghouse & CD-adapco 
– 1.2 billion cells with fully resolved fuel assemblies 
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Vessel CAD, CFD and FEA Applications 

• 3D CAD Model of Vessel very useful to 
visualize internals & fuel 

• CFD and FEA models can easily be 
meshed from 3D CAD model 

• These models can be used for many 
vessel type problems 
– Evaluate impact of blockages 
– LPFA & Inlet flow distribution 
– Boron mixing 
– Fibrous debris blockage 
– Rod and Internals vibration 
– Hot Leg Temp. Stratification 
– GTRF and Baffle jetting 
– Vessel fluence and stress analysis for 

lifetime extension 
– 3D FEA of internals 
– 3D Seismic analyses & assembly bow 

impact, etc 

 

Core Power Distribution (manual 
coupling with ANC) 
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Summary 

• Westinghouse is interested in using advanced M&S in future to 
support benchmarking existing tools, optimize fuel design, perform 
risk assessments, perform advanced fuel performance evaluations 
and safety analyses and better understand safety margin for PWR 
and BWRs 
 

• Westinghouse will submit tools to NRC for licensing if VERA tools can 
be successfully validated with benefits to industry 
 

• The expectation is that the VERA and High Performance Computers 
will be more mature at the end of Phase 2 to see the full benefits of 
VERA   
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Responding to new markets 
New customers… 
 Smaller utilities with low capitalization/demand 
 Larger utilities with small load growth 
 Sites/facilities with special power requirements 
 Non-electrical energy users (process heat) 

Will have new requirements… 
 Enhanced safety margins 
 High reliability and resilience to upsets 
 Affordability and competitive power price 
 Flexible deployment and operations 

That drive new technologies… 
 Fuels, materials and coolants 
 Sensors and instrumentation 
 Power conversion cycles 
 Computational methods 

That will require new designs… 
 Simplified systems in multi-module plants 
 Higher temperature systems 
 Fast spectrum reactors 



TM 
3 NuScale Nonproprietary 

Copyright 2015 by NuScale Power, LLC 
T 

A glimpse at the future 

 Diversity of design options 
– All potential technologies (coolants, fuels,  

materials, configurations, BOP) 

 Diversity of design maturity 
– Concepts ranging from notional to  

detailed design 

 Diversity of size 
– Electrical output ranging from few kW to 300 MW 

 Diversity of intellectual property 
– Ranging from public domain to business proprietary 

 Changing/uncertain business landscape 
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Top-level M&S opportunities 
 Adapt existing engineering/safety codes to first-mover 

designs (3-5 yr horizon) 
– Validate existing data/codes for iPWR design and operational 

differences 
– Engagement with code owners, industry, and NRC 

 Develop new-generation virtual SMR modeling capability 
(10 yr horizon) 
– Validate new predictive capability with first operational iPWR(s) 
– Leverage related capabilities being developed by CASL/NEAMS 

 Develop technology-neutral virtual reactor modeling 
capability (20 yr horizon) 
– Develop fully coupled first-principles reactor simulation code 
– Independent of reactor size, type, technology, etc. 
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Current NuScale M&S interests 
• Model phenomena that are most important and unique to our 

system design 
– Natural circulation in iPWR reactor vessel (0-100% power) 
– Coolant flow phenomena on both sides of internal steam 

generator (helical tubes) 
– Heat transfer to ultimate heat sink (radial and axial) 
– Very long cool-down phenomena 

• Initiated study of flow-induced vibration in helical coil steam 
generator with NEAMS/HIP team led by ANL 

• Intend to pursue VERA test stand to explore initial core design 
and entrant coolant flow 

• Experimental validation is critical for NRC acceptance 
• Encourage visualization for understanding and messaging 
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NuScale Power Module Overview 
• Integrated reactor vessel 

– steam generator, pressurizer,  
fuel inside a single vessel   

• Natural circulation flow 
– no reactor coolant pumps 

– no external power   
• High-pressure steel containment 

– Allows simplified emergency core 
cooling system 

– Provides decay heat removal path 

• Traditional LWR fuel, materials, 
and water chemistry 
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Multiple levels of natural circulation 
 

DHR heat exchanger 

reactor building pool 

containment 

reactor pressure vessel 

steam generator 

core 
Normal operation: natural circulation in the 
reactor coolant system (RCS) 

Accident operation: boiling and condensing in 
the emergency core cooling system (ECCS) 

Transient operation: boiling and condensing 
in the decay heat removal system (DHRS) 



TM 
8 NuScale Nonproprietary 

Copyright 2015 by NuScale Power, LLC 
T 

Future NuScale M&S interests 
• Higher fidelity simulation to support power uprates 
• Balance of plant modeling to improve power conversion 

efficiency 
• Dynamic systems modeling to support co-generation and 

hybrid energy applications 
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End Game: Hybrid Energy Systems 

Power 
Conversion Desalination 

Plant 

Electricity 

Clean Water 

Electrical Storage 

Thermal Storage 

Wind 
Turbines 

Photovoltaic 
Solar 

Small 
Modular 
Reactors 

Concentrated 
Solar 

Coal Processing 
Plant 

Carbon 
Products 
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Virtual Environment for Reactor Applications (VERA) 



http://en.wikipedia.org/wiki/TOP500 

Computational capability has increased 
at a relatively steady pace for decades. 

1012 

109 

1015 

1018 

(Peta) 

(Tera) 

(Giga) 

(Exa) 

6-8 years 

2002 2008 

iPad2 

60 GF/s 
Intel Core i7 laptop 

Roadrunner 

Titan 

Jaguar 

$55M Cost is difficult to generalize, but cost 
for 1 TF/s has steadily dropped... 
• 1997: $55M (ASCI Red) 
• 2002: <$1M 
• 2012: <$5k (~200 TF/s for $1M) 
• 2020: $100? (~10 PF/s for $1M) 



Virtual Environment for Reactor Applications (VERA) 

VERA 

Thermal-
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Performance 
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Solution 
Transfer 

Industry Codes 

Interoperability with 
External Components 

Reactor System 

Commercial CFD 
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Chemistry 
(crud formation, 

corrosion) 

Mesh Motion/ 
Quality  

Improvement 

Multi-resolution 
Geometry 

Multi-mesh 
Management 

Fuel Performance 
(thermo-mechanics, 
materials models) 

Neutronics 
(diffusion, 
transport) 

Reactor System 

Thermal 
Hydraulics 

(thermal fluids) 
Structural 
Mechanics 

Coupled physics 
Integrator 

• FALCON: Current 1D/2D 
workhorse (EPRI) 

• BISON: Advanced 2D/3D 
capability (INL) 

• AMP FY10: Initial 3D 
capability (NEAMS) 

• BOA: Current 
CRUD and 
corrosion 
workhorse 
(EPRI) 

• Lattice physics + nodal diffusion:  
Current workhorse (Westinghouse) 

• Deterministic transport: PARTISn (LANL), 
Denovo (ORNL), DeCART (UMichigan) 

• Monte Carlo transport: MCNP5 (LANL), 
SCALE/KENO (ORNL) 

• VIPRE-W: Current subchannel flow workhorse 
(Westinghouse) 

• ARIA (SNL), Charon/Drekar (SNL), NPHASE 
(RPI): Initial 3D flow capability 

• STAR-CCM+, TransAT: commercial 
capabilities 

• SIERRA (SNL) 

• RETRAN (EPRI) 
• RELAP5 (INL) 

LIME RAVE Numerical Nuclear Reactor 
• Sandia National Laboratories 

• Lightweight Integrating 
Multiphysics Environment 

• Westinghouse suite of 
integrated capabilities 
• RETRAN 
• VIPRE-W 
• PARAGON / ANC 

• Univ. of Michigan 
• STAR-CD 
• DeCART 

The Virtual Environment for Reactor Applications (VERA) 
drew from mature, validated, and widely-used software. 
(this is a slide from the beginning of CASL) 



VERA was in danger of looking becoming 
the software equivalent of this…. 



CASL has used two types of test problems 
to drive capability development. 

• Specific test problems drive development 
of broadly-applicable simulation capability 
– “Progression problems” provide a set of 

progressively more challenging problems that 
drove development of base core simulator 
capability 

– “Challenge problems” target key aspects of 
reactor performance as defined by industry 

• Essentially large-scale iterative test-
driven development 

• Works well for programs with significant 
R&D components 

• Feedback from customers / users on 
priorities is critical 



A series of “Progression Problems” was 
defined to drive capability development. 
• Problems to be progressively addressed to achieve core 

simulator capability 
• Remains a useful reference for testing and benchmarking 

Specifications available on www.casl.gov 



Pellet-Clad Interaction 
Predict Core Wide PCI Margin and Missing Pellet 

Surface PCI 
Neutronics, Thermal-hydraulics, Fuel / Cladding 

Performance 

Departure from Nucleate Boiling 
Predict DNB Margin for Steam Line Break and 

RIA and Predict Mixing & DNB 
Neutronics, Thermal-hydraulics/Fluid Flow 

Grid-to-Rod Fretting 
Predict Fluid-Structure Excitation Forces, 

Grid Gap, and Cladding Wear 
Fluid flow, Fuel/Clad Performance, 

Materials Performance 

Cladding Integrity  
Reactivity Insertion Accident 

Predict Pellet-Clad Mechanical Interaction 
Reactor kinetics, Transient fuel/cladding 

Performance 

Cladding Integrity  
Loss of Coolant Accident 

Predict Peak Clad Temperature and 
Oxidation Margin given Thermal-

Hydraulic Conditions 
Fuel/cladding performance 

CRUD 
Predict CRUD Thickness Boron Uptake and 
Impact on Core Power Distribution (CIPS) 

and Cladding Corrosion (CILC) 
Neutronics, Thermal-hydraulics / Fluid Flow, 

Chemistry 

Challenge Problems are Focused on Key 
Industry Reactor Performance Areas.  
 

Core 
Operational 
Environment 

Conditions for fuel depletion  
over operating cycle 
Neutronics, Thermal- 

Hydraulics,Fuel  
Performance 
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VERA 

Hydra-TH COBRA-TF 
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• 18 repositories, 30k files, 5M lines of source code, extensive nightly testing 
• Tribal Build, Integrate, and Test System (TriBITS) helps manage software 

complexity (https://tribits.org/) 
• Third-party libraries (TPLs) are a challenge 



Challenges and 
Solutions 
• Challenges 

– Many codes assume they are the “master”  
– Conflicting dependencies and build systems 
– Existing codes that have a life of their own outside CASL 
– Multiple languages (primarily Fortran and C++) 
– Disparate input and output formats and conventions 
– Large list of third-party libraries (TPLs) 
– Different meshes and discretizations 

• Solutions 
– Common build system that extends widely-used standards 
– Philosophy of continuous integration (catch and fix issues 

and conflicts as early as possible) 
– Standardize input / output 
– Develop infrastructure components as necessary  

(e.g. DTK for solution transfer) 

The “mechanics” of nonlinear iteration (the “framework”) 
is not the most challenging aspect of coupling. 



VERA Common Input and Output 

Images of VERA output using VisIt 

VERAin VERAout 
• Simple, intuitive format enables 

engineers to build complex models 
• One input for all multiple physics codes  
• Free format, minimum characters, and 

credit for symmetry 
• ASCII text 

• Open-source hierarchical binary format (HDF5) 
• Accessible by many languages such as 

Fortran, C/C++, Python, etc. 
• Free utilities for viewing and manipulation 
• Post-processors for code comparisons,  

sensitivity studies, and visualization 



VERA-CS (core simulator) couples components for 
simulating steady-state operation. 



Components of current VERA-CS (core simulator). 



COBRA-TF provides pin-resolved 
subchannel T/H capability 
• Core simulator T/H provided by COBRA-TF (CTF) code being jointly 

developed by Penn. State Univ. and ORNL 
• CTF is a two fluid, three-field model (liquid, droplets, vapor) 

– Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) 
• Developments  

required to support  
full-core pin-cell level  
resolution: 
– Optimization of CTF  

solvers to reduce memory  
and execution time 

– Spatial decomposition parallelism  
to reduce run time 

– Preprocessor to automate input  
development from VERA common input 



VERA Transport Methods 
3D Discrete Ordinates (SN) Transport 
• uses the KBA (wavefront) algorithm on a Cartesian grid and 

can scale efficiently to over 100,000 processors 

Method of Characteristics (MOC) 
• 2D: Transport equation is solved for multiple 2D 

planes 
• 3D: axial transport problem solved with diffusion 

approximation using pin-by-pin “nodal” equations 

Monte Carlo 
• most rigorous (fewest approximations), but requires 

significant computational resources 

CASL-U-2015-0066-000 



CASL Core Simulator (VERA-CS) 
Relative to industry core simulators 

Physics Model Industry  Practice CASL (VERA-CS) 
Neutron Transport 3-D diffusion (core) 

2 energy groups (core) 
2-D transport on single assy 

3-D transport 
47+ energy groups 

Power Distribution nodal average with pin-power 
reconstruction methods 

explicit pin-by-pin 

Thermal-Hydraulics 1-D assembly-averaged subchannel (w/crossflow) 

Fuel Temperatures nodal average pin-by-pin 2-D or 3-D 

Xenon/Samarium nodal average w/correction pin-by-pin 

Depletion infinite-medium cross sections 
quadratic burnup correction 
history corrections 
spectral corrections 
reconstructed pin exposures 

pin-by-pin with actual core 
conditions 

Reflector Models 1-D cross section models actual 3-D geometry 

Target Platforms workstation (single-core) 1,000 – 10,000 cores 



Current VERA-CS quarter-core 
performance. 
•As of March 2015… 
–Neutronics (MPACT) 

• 47 energy groups, transport correction 
–Subchannel Thermal- 

Hydraulics (CTF) 
• 324 channels for 17x17 assembly 
• 49 axial nodes 
• >3M computational cells 
• one assembly per computational core 
• spacer grids explicitly resolved 

–4,234 cores, 36 minutes wall time 
•Further improvements in progress 



Watts Bar Unit 1 Cycles 1 and 2 
Progression problems 5, 9 & 10 
• Benchmark spec provides data for WBN1 zero power physics tests (problem 5), 

first cycle operation (problem 9) and second cycle shuffle (problem 10) 
• Watts Bar Unit 1, Cycle 2 BOC 

– 4 new fuel assembly types 
– include different IFBA loadings 
– Tritium Producing Burnable Poison Rods (TPBARS) 
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Rod Worth 
VERA vs. Current Tools  

(PCM, Reference is Monte-Carlo) 

Westinghouse has applied VERA-CS to AP1000. 
• Challenging advanced core design – highly heterogeneous, 5 fuel regions, IFBA, partial-length WABA 
• All AP1000 startup tests simulated with VERA - comparison to in-house predictions confirmed 

satisfactory agreement 
• All figures of merit compared within acceptable limits 
• Reduced uncertainty of rod worth enabled more flexibility in setting loading patterns 

Delta Power  
VERA vs.  

Monte-Carlo reference 

Delta Power  
Current Tools vs. 

Monte-Carlo reference 
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VERA application for pellet-clad interaction (PCI) 
requires fuel performance component. 



Components of initial (Insilico-based) Tiamat. 



Tiamat: Flow-Neutronics-Fuel 
Coupled Application (PCI) 
• Named after multi-headed dragon from Babylonian mythos 

– ability to add new “heads” for other applications 
• All applications run in their own MPI process space 

– can overlap if desired 
– reduce collisions and improved algorithm performance 

• Data Transfers are handled through Data Transfer Kit (DTK) with MPI sub-communicators 

Clad Surface Temperature 

Clad heat flux 

Bison-CASL 

Insilico or MPACT 

CTF 



Pellet-clad interaction (PCI) indicators 

Peak hoop stress for every pin Peak fuel temperature for every pin 



Workhorse is straightforward Picard 
(fixed-point) iteration. 
• We use fixed-point iteration,  

treating codes as “black boxes” 
– Set parameters 
– Call Solve 
– Evaluate responses 

 
 
 
 
 
 
 

 
• Jacobi and Gauss-Seidel options available 
• Algorithm GS is solved at each time step at HFP and results in subcycling all codes 

to converged state within each time step! 

Power 

Clad Temp 

Clad Heat Flux 

Fuel Temp 

Fluid Temp/density 

Peregrine 

CTF 

Insilico 



Tiamat relies on general components for 
coupling infrastructure. 
 
• Stand-alone codes 

linked in a single 
executable: Separate 
MPI Processes spaces 
– Memory 
– Global collisions 
– Can overlap if desired 

• Driver: PIKE (Physics 
Integration Kernels) 
– Jacobi 
– Gauss-Seidel 

• Data Transfers: DTK 
– In memory 
– Rendezvous algorithm 
 

 

 



Data Transfers implemented in Tiamat 
• Currently have 5 data transfers (does not support gamma heating yet) 

– Fuel Neutronics: Average temperature from mesh to control volume 
• Aligned mesh means allows for integration of average Temp for mesh 
• Not a conserved quantity 

– Flow  Fuel: Clad temperature to finite element basis points 
• Not a conserved quantity 

– Flow  Neutronics: Fluid temperature and density from CTF control volume 
to Insilico/XSProc control volume 
• Aligned control volumes, not conserved quantities 

– Neutronics  Fuel: Power from control volume to FE basis points 
• Power is a conserved quantity 

– Fuel  Flow: Average heat flux from mesh surface to control volume 
• Heat flux is a conserved quantity 

• Extra transfer for Estimated HFP 
– Neutronics Flow: Power from control volume to control volume 

• Conservative by construction 





Nonlinear solver options. 
• VERA couples existing stand-alone codes using damped 

Picard iteration.  
– both modern and legacy codes 

• Investigating Anderson-accelerated Picard iteration (AA) and 
Jacobian-Free Newton-Krylov (JFNK) 
– Providing residuals for  

Newton-based coupling  
would require significant  
redesign for some  
components. 

– AA appears promising,  
but not a panacea 



Both Picard and Anderson require 
setting adjustable parameters. 

• Picard requires damping factor for convergence, 
Anderson has a “mixing” parameter 

• Both have similar performance 
– Anderson’s mixing parameter required even more 

careful tuning than Picard’s damping factor 
• Adding line search and/or delaying start of 

acceleration could improve performance 
– Area of active research 



Whether you prefer to think of VERA like this… 



… or like this… 

VERA 

Hydra-TH COBRA-TF 
Thermal-Hydraulics 

Fuel Performance 
Bison-CASL 

Shift 
Neutronics 

Insilico 

Chemistry 
MAMBA 

Common Input / 
Output 

front-end & back-end 
(workflow / analysis) 

Trilinos 

DAKOTA 

MOOSE 

PETSc 

Solvers / Coupling / 
SA / UQ  

libMesh 

DTK 

STK 

Geometry / Mesh / 
Solution Transfer 

Industry Codes 

Reactor System 

Commercial CFD 

MPACT 

Interoperability with 
External Components 



… the bottom line is that we did avoid 
becoming this… 



… developing instead something more 
like this… 



A walk down memory lane… 



Run Case 
and Find 

Bug 
Determine 
if error is in 

CTF or 
Insilico 

Give to 
Developer 

Developer 
Fixes 

Problem 
Push to 

Local Repo 

Sync with 
VERA 
Repo 

Build on 
Titan 

Circle of 
Pain 



VERA 0.5 (12/2010) 

LIME, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

ANC9 

DeCART 

Star-CCM+ 

Baseline Initial 
Advanced 

Geometry / Mesh 
/ Data Transfer 



VERA 1.0 (03/2011) 

LIME, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

ANC9 

DeCART 

Star-CCM+ 

BOA 

Denovo 

Baseline Initial 
Advanced 

RELAP5 Geometry / Mesh 
/ Data Transfer 



VERA 1.5 (09/2011) 

LIME, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

ANC9 

DeCART 

Star-CCM+ 

BOA 

Denovo 

SCALE 

Charon 

Baseline Initial 
Advanced 

RELAP5 NiCE (front-end) Geometry / Mesh 
/ Data Transfer 



VERA 0.5 (12/2010) 

LIME, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

DeCART Star-CCM+ 

Baseline 

Advanced 

T-H neutronics 

ANC9 



VERA 1.0 (03/2011) 

LIME, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

DeCART Star-CCM+ 

Denovo 

RELAP5 

Baseline 

Advanced 

T-H neutronics 

ANC9 

BOA 

system 

Geometry / Mesh / Data Transfer 



VERA 1.2 (12/2011) – projected  

LIME, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

DeCART Star-CCM+ 

Denovo 

SCALE Drekar 

RELAP5 NiCE 

Baseline 

Advanced 

T-H neutronics 

ANC9 

BOA 

COBRA 

system front-end 

Geometry / Mesh / Data Transfer 



VERA 1.2 (12/2011) – “Early 
Advanced” 

LIME, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

DeCART Star-CCM+ 

Denovo 

SCALE Drekar 

RELAP5 NiCE 

Baseline 

Advanced 

T-H neutronics 

ANC9 

BOA 

fuel 
performance 

(?) 

mechanics 
Hydra-TH 

system front-end 

Geometry / Mesh / Data Transfer 



VERA 2.0 (03/2012) - notional 

LIME2, Trilinos (NOX, ML, etc.), DAKOTA 

VIPRE-W 

DeCART Star-CCM+ 

Denovo 

SCALE 
Drekar 

RELAP5 NiCE 

Baseline 

Advanced 
T-H 

neutronics 

ANC9 

BOA 

fuel 
performance 

mechanics 

COBRA 

system front-end 

MAMBA 

Geometry / Mesh / Data Transfer 

chemistry structural 
(SIERRA 
Toolkit) 

Hydra-TH 



VERA: A Design and R&D Tool 
 • Design Tool 

– End user: practicing nuclear engineer fuel and reactor designers 
– Use case: core follow, core reload, new core design 
– Functionality: more than “just neutronics”, sacrifice spatial & model fidelity for fast turn-around 
– Challenge problem investigations: provides partial functionality 
– User interface: shrink-wrapped binary code, easy to use on desktops, supported (Test Stand) 

• R&D Tool  
– End user: nuclear scientist and engineering researcher involved in exploratory/applied R&D 
– Use case: trouble shooting reactor/fuel issues; pursuit of a new design concept or model 
– Functionality: full featured multi-physics with aggressive pursuit of high-fidelity, clusters to HPC may be 

required 
– Challenge problem investigations: targets full functionality of all relevant physical processes 
– User interface: source code, developer & theory manual, use at risk on HPC if needed,          support via 

interaction with VRI team 
• VERA capability components should evolve and/or upscale into the design tool 

as dictated by robustness, ease of use, efficiency 
– Capability evolves to product; currently targeting 1 core simulator & 1 capability release annually 

CASL should provide both - VERA as design and R&D tools - 
in a staged fashion and set user expectations accordingly 

Doug’s slide for BoD 



VERA as a Design Tool 
• Use a set of progressive benchmark problems to guide the development of the VERA 

design tool 
– Successfully solving a particular problem demonstrates achievement of a level of capability 
– Will help guide development of the VERA interface to ensure usability 
– Progression of problems to support AMA Milestones, particularly those related to modeling “physical 

TVA reactors” 
– Benchmark/test problems will be supportive of VERA high-level and technical requirements 

• Initial problem set is narrowly focused on near-term capabilities needed to model 
physical reactor 
– Defines the minimum requirements 
– PWR core and internal designs 
– Steady state / single phase 
– No gadolinia, no gamma detectors, … 

• Use benchmark problems to guide interface development to ensure usability for key 
end users (reactor and fuel designers) 
– Desire is to have a simple interface approaching that of current industry core simulators 
– Drastically reduce burden on user to set up the problems 

VERA will be a design tool before we can 
fully analyze a physical reactor 

Doug’s slide for BoD 



Four Faces of VERA (not a bad movie from 70s) 

Target 
Users 

Use cases Functionality User 
Interface 

Target 
Platforms 

Deployment 
mechanisms 

R&D researchers analyze reactor / 
fuel issues; 
assess improved 
models, 
numerics; explore 
design concepts 

high-fidelity physics 
components, flexible 
coupling strategies 

text input 
+ scripting 

moderate 
clusters up to 
leadership-
class HPC 

source, binaries,  
app. server 

Analysis industry, 
Lab 
analysts, 
universities 

guided initially by 
10 AMA “bench-
mark problems” 

initially neutronics + T-
H, then fuel / 
chemistry; sacrifice 
fidelity for run-time 

text input 
+ scripting 
+ GUI/web 

high-end 
workstation 
up to 
moderate 
clusters 

source, binaries,  
app. server 

Confirmatory regulatory & 
review orgs 

validated Analysis 
components 

text input 
+ GUI/web 

moderate 
workstation 
up to small 
clusters 

source, binaries,  
app. server 

Baseline WEC, 
EPRI, 
approved 
CASL staff 

current / existing 
use cases 

WEC and EPRI 
components, 
moderate 
improvements to 
coupling, iteration 

existing 
text input 

laptop to 
high-end 
workstation 

source, binaries,  
app. server 

Must emphasize: simply four views of single toolkit 



Another way to view (FY14?) 
(STRAWMAN / EXAMPLE ONLY) 

Baseline Analysis R&D 
CRUD ANC+VIPRE-W+BOA COBRA+Denovo+BOA Drekar/Hydra+Denovo+MAMBA 
GTRF Star-CCM+VITRAN Drekar/Hydra+SIERRA Drekar/Hydra+STK 
PCI FALCON PEREGRINE PEREGRINE 
FAD SAVAN (not CASL) Drekar/Hydra+SIERRA Drekar/Hydra+STK 

• Use capability/functionality rather than codes? 

Computational Requirements 

Maturity 



VERA Roadmap 

Structural mechanics 

Coupling of industry codes 

Legacy and simplified system capability 

Coolant chemistry and CRUD formation 

Advanced pin-resolved transport neutronics 

Hybrid transport neutronics 

Advanced fuel performance 

Single-phase CFD 

Two-phase CFD 

Pin-homogenized transport neutronics 

Subchannel thermal-hydraulics 

Initial pin-resolved transport neutronics 
Initial coupling infrastructure and SA/UQ 

Advanced system capability 

Build and test infrastructure 

Improved coupling infrastructure and SA/UQ 

Common geometry and materials databases 

Reactor-aware input and output 

12/2010 6/2011 12/2011 6/2012 12/2012 6/2013 12/2013 6/2014 12/2014 6/2015 

Foundation 
Library 

Core 
Simulator 

Advanced 

External 
(non-VERA) 

Proprietary 

Type of 
Component 

6/2010 



Consider a CRUD/CIPS analysis… 

Structural mechanics 

Coupling of industry codes 

Legacy and simplified system capability 

Coolant chemistry and CRUD formation 

Advanced pin-resolved transport neutronics 

Hybrid transport neutronics 

Advanced fuel performance 

Single-phase CFD 

Two-phase CFD 

Pin-homogenized transport neutronics 

Subchannel thermal-hydraulics 

Initial pin-resolved transport neutronics 
Initial coupling infrastructure and SA/UQ 

Advanced system capability 

Build and test infrastructure 

Improved coupling infrastructure and SA/UQ 

Common geometry and materials databases 

Reactor-aware input and output 

12/2010 6/2011 12/2011 6/2012 12/2012 6/2013 12/2013 6/2014 12/2014 6/2015 

Foundation 
Library 

Core 
Simulator 

Advanced 

External 
(non-VERA) 

Proprietary 

Type of 
Component 



Use VERA-C components to identify CRUD-
vulnerable locations. 

Structural mechanics 

Coupling of industry codes 

Legacy and simplified system capability 

Coolant chemistry and CRUD formation 

Advanced pin-resolved transport neutronics 

Hybrid transport neutronics 

Advanced fuel performance 

Single-phase CFD 

Two-phase CFD 

Pin-homogenized transport neutronics 

Subchannel thermal-hydraulics 

Initial pin-resolved transport neutronics 
Initial coupling infrastructure and SA/UQ 

Advanced system capability 

Build and test infrastructure 

Improved coupling infrastructure and SA/UQ 

Common geometry and materials databases 

Reactor-aware input and output 

12/2010 6/2011 12/2011 6/2012 12/2012 6/2013 12/2013 6/2014 12/2014 6/2015 

Subchannel T-H + Pin-homogenized transport 

Foundation 
Library 

Core 
Simulator 

Advanced 

External 
(non-VERA) 

Proprietary 

Type of 
Component 



Structural mechanics 

Coupling of industry codes 

Legacy and simplified system capability 

Coolant chemistry and CRUD formation 

Advanced pin-resolved transport neutronics 

Hybrid transport neutronics 

Advanced fuel performance 

Single-phase CFD 

Two-phase CFD 

Pin-homogenized transport neutronics 

Subchannel thermal-hydraulics 

Initial pin-resolved transport neutronics 
Initial coupling infrastructure and SA/UQ 

Advanced system capability 

Build and test infrastructure 

Improved coupling infrastructure and SA/UQ 

Common geometry and materials databases 

Reactor-aware input and output 

12/2010 6/2011 12/2011 6/2012 12/2012 6/2013 12/2013 6/2014 12/2014 6/2015 

Single-phase CFD (with subcooled boiling models) + Pin-resolved transport + CRUD deposition models 

Use fine-scale VERA-CRUD tool based on VERA-A 
components to predict CRUD formation. 

Foundation 
Library 

Core 
Simulator 

Advanced 

External 
(non-VERA) 

Proprietary 

Type of 
Component 



Questions? 
e-mail: turnerja@ornl.gov 
The research and activities described in this presentation 
were performed using the resources at Oak Ridge 
National Laboratory, which is supported by the Office of 
Science of the U.S. Department of Energy under 
Contract No. DE-AC0500OR22725. 



“Obsessive” testing 
• Consider… what would happen if I went into your code and… 

– set all random numbers to 0.5 
– switched the speed of light and the radiation constant 
– switched sin(θ) and sin(φ) in scattering 
– change value of π 
– switch scattering and absorption opacities 
– inserted a unit conversion error 
– shifted a mesh index by 1 in a broadcast 

• Would your testing reveal the error?  
• How long would it take you to realize the answers are wrong? 
• How long would it take you to fix them? 

I have the most respect for developers 
who are skeptical of their own code. 



Weekly Coverage Testing 

Continuous and obsessively paranoid testing 
is the backbone of good software. 

Nightly Regression Tests 
(more platforms, more TPLs) 

Asynchronous CI Tests 
(post-push CTest/CDash, 

Linux/GCC) 

Synchronous CI Tests 
(pre-push 

checkin-test-vera.sh) 

Performance Tests 
(CTest/CDash) 

Scalability Tests? 
(CTest/CDash) 

Weekly Memory (Valgrind) Testing 

• Pre/Post-Push CI Tests: Good adoption and usage, catch lots of problems 
• Nightly Regression Tests: Need better coverage and more platforms 
• Weekly Coverage Tests 
• Weekly Memory Tests: Currently being set up 
• Performance Testing: No formal performance testing 
• Scalability Tests: Not even supported by TriBITS yet, need CTest/CDash support 

C
or

re
ct

ne
ss

 T
es

tin
g 



CASL started with a modified Agile process 

• users prioritize 
goals for next 4-
week iteration 

• team determines 
work assignments 

• deliver and demonstrate to 
users 

• review and plan next iteration 

• two 30-minute 
standup meetings 
each week 

  End   Execute      Start 

Desirable attributes 
• emphasis on collaboration and 

adaptability 
• constant communication / interaction 

– both within team and with user 
community 

• accommodates changing 
requirements & unpredictability  

• based on widely-used methodologies 
• customized for CASL and iteratively refined 
• enabled diverse team to be productive  

very quickly 

Agility + Formality 
Scrum: http://en.wikipedia.org/wiki/Scrum_%28development%29 

    



200 cabinets 
4,352 ft2 (404 m2) 

8.9 MW peak power 

SYSTEM SPECIFICATIONS: 
• 27.1 PF/s peak performance 

• 24.5 GPU + 2.6 CPU 
• 17.59 PF/s sustained perf. (LINPACK) 
• 18,688 compute nodes, each with: 

• 16-Core AMD Opteron CPU 
• NVIDIA Tesla “K20x” GPU 
• 32 + 6 GB memory 

• 710 TB total system memory 
• 32 PB parallel filesystem (Lustre) 
• Cray Gemini 3D Torus Interconnect 
• 512 Service and I/O nodes 

ORNL’s “Titan” Hybrid System: 
Cray XK7 with AMD Opteron + NVIDIA Tesla processors 

Throwing away 90% of available 
performance if not using GPUs 



Herb Sutter, Dr. Dobb’s Journal, 2005, 
http://www.gotw.ca/publications/concurrency-ddj.htm 

The Free Lunch is Over 
Moore’s Law continues (green) 
 
 
 
But CPU clock rates stopped 
increasing in 2003 (dark blue)  
 
Power (light blue) is capped by 
heat dissipation and $$$ 
Single-thread performance is 
growing slowly (magenta) 

http://www.gotw.ca/publications/concurrency-ddj.htm
http://www.gotw.ca/publications/concurrency-ddj.htm
http://www.gotw.ca/publications/concurrency-ddj.htm


Computational resources 
are unprecedented. 
• Compute cycles and total memory will 

continue to increase 
– Core counts will continue to double every 

1.5-2 yrs. 
– Next ORNL system will have 5-8x more 

memory than Titan 
• Cost is difficult to generalize,  

but cost for 1 TF/s has steadily 
dropped... 
– 1997: $55M (ASCI Red) 
– 2002: <$1M 
– 2012: <$5k (~200 TF/s for $1M) 
– 2020: $100? (~10 PF/s for $1M) 

http://www.extremetech.com/extreme/171678-intel-unveils-72-core-
x86-knights-landing-cpu-for-exascale-supercomputing 

http://www.enterprisetech.com/2013/11/18/ 
ibm-embraces-nvidia-gpus-acceleration/ 



Effective node-level parallelism is essential. 
• Future performance will be primarily at the node 

level. 
– Number of nodes is not increasing dramatically. 

• 70-80% of developer time spent restructuring 
code 
– 1-2 person-years for codes to make Jaguar to Titan 

transition 
– required regardless of the type of processors – work is in 

exposing additional parallelism on the node and 
minimizing data movement 

– tools/compilers can help, but cannot do this type of 
refactoring automatically 

– also largely independent of threading model 
– however, it pays off for other systems —refactored 

codes often run significantly faster even on CPU-only 
(Denovo 2x, CAM-SE >1.7x, S3D 2x) 

• Each code team must make its own choice of 
threading model. 

• Abundance of flops can make previously infeasible 
or inefficient models and implementations viable. 

CPU Accelerator (GPU,Phi) 

Optimized  
for sequential 
multitasking • Optimized for many  

simultaneous tasks 
• 10× performance  

per socket 
• 5× more energy-

efficient systems 

Distilled from 2014 presentation to AASTCS2: 
Exascale Radio Astronomy 
Jack Wells, OLCF Director of Science, ORNL 



Programming models for node-level parallelism 

Must design for MPI+X, where X is one of the thread options 
(OpenMP, OpenCL, CUDA, OpenACC, pthreads, TBB, etc.) 

CUDA 

TBB 
OpenMP 

CAPS 

PGI 

OpenCL 

pthreads 

CUDA 

TBB 

OpenMP 

CAPS 
OpenCL 

pthreads 

OpenACC X
 

2010 Today 
homogeneous 

multicore 

hybrid / accelerators 
(GPUs, PHI, FPGA) 

MPI 
PGAS 

PGI 
MPI PGAS 



AMD Opteron provides fast, single 
thread performance for control & 
communications 

AMD Opteron 6274 
•16 cores 
•141 GFLOP/s peak 
 



GPUs are designed for extreme 
parallelism, performance & 
power efficiency 

NVIDIA Tesla K20x 
• 14 Streaming Multiprocessors 
• 2,688 CUDA cores 
• 1.31 TFLOP/s peak (DP) 
• 6 GB GDDR5 memory 
• HPL: 2.0 GFLOP/s per Watt 

(Titan full system measured power) 



Cray XK7 Compute Node 

Y 

X 

Z 

XK7 Compute Node 
Characteristics 
AMD Opteron 6274 

16 core processor @ 141 GF 
Tesla K20x @ 1311 GF 

Host Memory 
32GB 

1600 MHz DDR3 
Tesla K20x Memory 

6GB GDDR5 
Gemini High Speed Interconnect 

Slide courtesy of Cray, Inc. 



LINPACK performance of various Intel laptop / 
desktop / server processors as of 9/2014 

* http://www.pugetsystems.com/blog/2014/09/08/Xeon-E5-v3-Haswell-EP-Performance-Linpack-595/ 

GF/s 

Dual Xeon E5 2687v3 



Multi-Repository Integration Models 

• A given repo may shift between different integration models at different periods of time 
• Integration of different repos should be done independently if possible 

– errors in one component should not stop pushes of other components 
• Non-backward compatible changes to upstream repos require coordinated development and 

combined pushing to project/master 



Massively-parallel Monte Carlo capability 
provides high-fidelity reference solutions. 
• Research performed by ORNL, 

University of Michigan, and MIT 
• VERA’s Shift Monte Carlo capability  

combined with Titan supercomputer is  
being used to provide high-fidelity  
neutronics solutions  

• Applied by Westinghouse to generate  
reference solutions for AP1000® startup 
– AP1000® model created and results generated  

for reactor criticality, rod worth, and reactivity  
coefficients 

– 1 trillion particles, 3 hrs, 230,000 compute cores 
• On-going research to support Doppler 

broadening to provide broader range of 
reference solutions 

AP1000® Pin Powers 



VERA Applications 
 

Andrew Godfrey 
Oak Ridge National Laboratory 

 
CASL Symposium 

Asheville, NC 
July 7, 2015 
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Overview 
• VERA-CS Summary 
• Core Physics Benchmark Progression Problems 
• AP1000® Physics Tests 
• SMR Demonstration 
• BEAVRS Cycle 1 Benchmark 
• Watts Bar Nuclear 1 Benchmark 
• Future Applications 
• Development Needs 

 
• Not covered: 

– Anything other than VERA-CS 
– Validation against B&W Criticals 
– SLB efforts (Sung, L3:VMA.AMA.P11.01) 
– Etc. etc. etc. 
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Virtual Environment for 
Reactor Applications 
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• Coupled VERA components for virtual reactor 
core simulation 
– Steady-state fuel cycle depletion and reload/shuffling 
– Operational maneuvers (load follow, power changes) 
– Transients (future) 

• Provides boundary conditions, power histories, 
isotopics, etc. for Challenge Problems 
 

 

VERA-CS 

• Currently Includes: 
– MPACT – 3D neutron  

transport 
– CTF – subchannel T/H 
– ORIGEN – Isotopic depletion  

and decay 
– Bison-CASL – Fuel temperatures 
– VERAIn – User friendly, model-based I/O 
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Industry Methods vs. VERA-CS 

• Whole-core 3D transport  

• 47 energy groups 

• Explicit pin-by-pin powers 
with intra-pin distributions 

• Explicit pin-by-pin 
depletion at local spectrum  

• Explicit channel-by-
channel two-phase T/H 
with cross-flow 

• Simple pin-by-pin fuel 
temperatures by table-
lookup 

• Semi-explicit 3D reflector 
geometry 

• Runs on 1000’s of cores 
over hours or days 

 

 

 

Nodal Method 

VERA-CS 

Fission Rate Distributions Comparisons to CE Monte Carlo 

• 2D infinite lattice physics 
in many energy groups 

• Macroscopic cross 
section homogenization 
and parameterization 

• 3D nodal diffusion in few 
energy groups 

• Node average T/H 
quantities for feedback 
and depletion 

• Pin power 
reconstruction 

• Pin exposure 
reconstruction 

• Spectral history 
corrections 

• Approximate reflector 
models 

• Fast runtime  

VERA-CS is built for Accuracy at the Fuel Rod Level 
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Core Physics Progression Problems 

• Created May 2011 for application-
based development and testing 

• ~75 CE Monte Carlo (KENO-VI) 
reference solutions for Problems 1-5 

• Measured data for Problems 5, 9, & 10 
• Specifications and solutions publicly 

available 
• Revision 4 released 8/2014 
• Problems 1-10 completed and solved 

with VERA-CS in 2015 
– MPACT +CTF+ORIGEN 
– 47g ENDF/B-VII.0 cross sections with TCP0 
– Fuel temperatures from ‘arbitrary’ CTF gap 

conductance 
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Problems Summary 
• #1  2D HZP Pin Cell 

• #2  2D HZP Lattice 

• #3  3D HZP Assembly 

• #4  HZP 3x3 Assembly CRD Worth 

• #5  Physical Reactor Zero Power Physics Tests (ZPPT) 

• #6  HFP BOL Assembly 

• #7  HFP BOC Physical Reactor w/ Xenon  

• #8 Physical Reactor Startup Flux Maps 

• #9 Physical Reactor Depletion 

• #10  Physical Reactor Refueling 

*Bold indicates availability of measured reactor data 

Hot-Zero-Power 
isothermal calcs 
w/o T/H feedback 
 
CE MC references 

At operating  
conditions with  
T/H feedback 
 
No reference 
solutions but some 
plant data 
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Problem 1 - 2D Pin Cells 
Problem Integral 

Absorber 
Moderator 
Temperature 
(K) 

Fuel 
Temperature 
(K) 

Moderator 
Density 
(g/cc) 

VERA 
keff 

keff 
Diff 
(pcm) 

Exec† 
Time 
(sec) 

1A None 565 565 0.743 1.18626 -78 2 
1B ↓ 600 600 0.661 1.18196 -19 2 
1C ↓ ↓ 900 ↓ 1.17163 -9 2 
1D ↓ ↓ 1200 ↓ 1.16245 -16 2 
1E‡ IFBA ↓ 600 0.743 0.77026 -143 5 

8 cores 
quarter symmetry 
angle decomposition 
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Problem 2 – 2D Lattices 
Problem Description Fuel 

Temp 
(K) 

Mod 
Density 
(g/cc) 

VERA 
keff 

keff 
Diff 
(pcm) 

ΔP 
RMS 
(%) 

ΔP 
MAX 
(%) 

Exec† 
Time 
(sec) 

2A No Poisons 565 0.743 1.18113 -104 0.12 0.22 23 
2B ↓ 600 0.661 1.18298  -38 0.09 0.20 21 
2C ↓ 900 ↓ 1.17363  -12 0.09 0.18 21 
2D ↓ 1200 ↓ 1.16526  -34 0.08 0.17 21 
2E 12 Pyrex 600 0.743 1.06970    8 0.06 0.15 23 
2F 24 Pyrex ↓ ↓ 0.97667   66 0.11 0.24 23 
2G 24 AIC ↓ ↓ 0.85116  346 0.24 0.57 25 
2H 24 B4C ↓ ↓ 0.79219  397 0.26 0.65 25 
2I Instrument Thimble ↓ ↓ 1.17914  -78 0.09 0.21 23 
2J Instrument + 24 Pyrex ↓ ↓ 0.97593   74 0.10 0.22 23 
2K Zoned  + 24 Pyrex ↓ ↓ 1.02075   68 0.11 0.26 17 
2L‡ 80 IFBA ↓ ↓ 1.01768 -124 0.14 0.29 82 
2M‡ 128 IFBA ↓ ↓ 0.93732 -148 0.15 0.31 82 
2N‡ 104 IFBA + 20 WABA ↓ ↓ 0.86872  -90 0.14 0.29 85 
2O 12 Gadolinia ↓ ↓ 1.04815   42 0.14 0.30 25 
2P 24 Gadolinia ↓ ↓ 0.92770   29 0.19 0.48 25 
2Q Zircaloy Spacer Grid 565  ↓ 1.17150  -44 0.10 0.23 25 

8 cores 
quarter symmetry 
angle decomposition 

RCCA Bias from TCP0 treatment 
(small bias for Pyrex, too) 
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Problem 3 – HZP Assembly 

58 cores 
quarter symmetry 
axial decomposition 

Problem Poisons Enrich 
(wt%) 

Boron 
Conc 
(ppm) 

VERA 
keff 

keff 
Diff 
(pcm) 

ΔAO 
(%) 

ΔP 
RMS 
(%) 

ΔP 
MAX 
(%) 

Exec† 
Time 
(min) 

3A None 3.10 1300 1.17495 -77 0.08 0.15 0.40 3.5   
3B 16 Pyrex 2.619 1066 1.00026 10 0.03 0.19 0.60 2.0   

Slight bias from TCP0 treatment 
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RCCA 
Position 
(% WD) 

VERA 
keff 

keff 
Diff 
(pcm) 

ΔAO 
(%) 

Axial 
ΔP 
RMS 
(%) 

Axial 
ΔP 
MAX 
(%) 

Radial 
ΔP 
RMS 
(%) 

Radial 
ΔP 
MAX 
(%) 

Exec† 
Time 
(min)   

257.9 cm 0.99841 -57  0.14 0.20 0.41 0.19 0.48 2.8 
0 0.97197 -45 -0.08 0.10 0.25 0.28 0.66 2.7 
10 0.97324 -44  0.07 0.23 0.70 0.25 0.64 2.7 
20 0.97878 -58  0.50 0.94 1.91 0.20 0.49 2.7 
30 0.98653 -52  0.33 0.68 1.33 0.20 0.47 2.7 
40 0.99185 -49  0.33 0.76 1.47 0.20 0.49 2.7 
50 0.99523 -51  0.47 0.64 1.25 0.20 0.48 2.7 
60 0.99746 -57  0.50 0.57 1.15 0.20 0.50 2.7 
70 0.99894 -61 -0.02 0.14 0.32 0.19 0.49 2.7 
80 0.99999 -59 -0.04 0.17 0.33 0.20 0.54 2.7 
90 1.00063 -54 -0.22 0.29 0.49 0.20 0.48 2.7 
100 1.00081 -58  0.08 0.19 0.42 0.20 0.50 2.7 

Problem 4 – 3x3 Assy w/RCCA 
RCCA 

522 cores 
quarter symmetry 
axial & radial  
  decomposition 
Cusping model 
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Problem 4 – 3x3 Assy w/RCCA 

Radial Pin Power Differences at Axial Midplane (%) 

3D RMS: 0.31% 
3D Max: 1.13% 

Pin Power Differences  (%) 
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Problem 5 – HZP Measured Data 
Public Model 

Physics 
Test Result 

Measured* CE KENO-VI 
Result 

VERA-CS 
Result 

CE KENO-VI 
Difference 

VERA-CS 
Difference 

Initial Criticality 1.00000 0.99933 0.99879 -67 ± 1 pcm -121 pcm 
Bank A Worth (pcm) 843 898 ± 2 893 6.4% ± 0.2% 5.8% 
Bank B Worth 879 875 ± 2 877 -0.5% ± 0.2% -0.2% 
Bank C Worth 951 984 ± 2 982 3.5% ± 0.2% 3.1% 
Bank D Worth  1342 1386 ± 2 1376 3.3% ± 0.1% 2.6% 
Bank SA Worth 435 447 ± 2 448 2.6% ± 0.4% 3.3% 
Bank SB Worth 1056 1066 ± 2 1064 1.0% ± 0.2% 0.6% 
Bank SC Worth 480 499 ± 2 497 3.9% ± 0.4% 2.9% 
Bank SD Worth 480 499 ± 2 497 4.0% ± 0.4% 2.7% 
Total Bank Worth 6467 6654 ± 4 6634 2.9% ± 0.1% 2.4% 
DBW (pcm/ppm) -10.77 -10.21 ± 0.02 -10.25 0.56 0.52 
ITC (pcm/F) -2.17 -3.18 ± 0.04 -2.41 -1.01 -0.24 
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Problem 5 – VERA-CS vs. KENO 

Radial ΔP RMS = 0.35% 
Radial ΔP Max = 1.09% 

3D ΔP RMS = 0.48% 
3D ΔP Max = 2.81% 

4234 cores 
13 mins 
58 axial planes 
Quarter-core symmetry 
axial & radial  
      decomposition 

Missing effects of core 
barrel and pad 
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Problem 6 – HFP Assembly 
VERA 
keff 

AO 
(%) 

Max 
FΔH 

Max 
FQ 

Avg 
TMOD 
(K) 

Exit 
TMOD 
(K) 

Avg 
TFUEL 
(K) 

Max 
TFUEL 
(K) 

Num 
Iters‡ 

Exec† 
Time 
(min)   

1.16582  -1.28 1.051 1.489 583.4 600.0 870.9 1034 13 5.8 

58 cores     quarter symmetry      axial decomposition 

*No basis for fuel temperatures – gap conductance set arbitrarily in CTF 

1026 1013

1026 1013 1013

1026 1027

1025 1012 1014 1030 1025

1024 1011 1012 1030 1034

1020 1021 1026 1016 994

1013 1001 1001 1013 999 989 981 976

995 993 993 993 989 984 979 977 979

Max: 1034 Min: 976 Avg: 1007

600.9

601.0 601.0

600.9 600.9 600.9

600.8 600.8 600.8 600.6

600.7 600.7 600.6 600.5 600.4

600.5 600.5 600.5 600.3 600.1 599.8

600.2 600.2 600.1 600.0 599.8 599.6 599.3

599.9 599.9 599.9 599.7 599.5 599.4 599.1 598.9

599.7 599.7 599.7 599.5 599.4 599.2 598.9 598.7 598.5

Max: 601.0 Min: 598.5 Avg: 600.0

Exit Coolant  
Temps (K) 

Fuel Temps 
Near Axial  
Midplane (K) 

Axial Fuel and 
Coolant Temperatures (K) 
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Problem 7 – HFP Core 
Critical 
Boron 
(ppm) 

AO 
(%) 

Max 
FΔH 

Max 
FQ 

Avg 
TMOD 
(K) 

Exit 
TMOD 
(K) 

Avg 
TFUEL 
(K) 

Max 
TFUEL 
(K) 

Num 
Iters‡ 

Exec† 
Time 
(min)   

876.5 -11.0 1.369 1.939 584.3 599.9 873.5 1210 16 72.9 

4234 cores      
quarter-core symmetry       
axial and radial 
      decomposition 

*No basis for fuel temperatures –  
gap conductance set arbitrarily in CTF 

Coolant Temps (K) 

Axial Fuel and 
Coolant Temperatures (K) 

Fuel Temps (K) 

Eq. Xenon 
Worth = 2.9 %ρ 
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Problem 8 – Power Escalation 
• 49 time steps 

• 684 outer iterations 

• 27.3 hours 

• Transient xenon direct from ORIGEN 

4234 cores      
quarter-core symmetry       
axial and radial 
      decomposition 

Critical Boron Concentration vs. Time Instrument Response @ 20% Power  

H G F E D C B A

8 D D C

9

10 C

11

12 D D

13

14 C

15

*No basis for fuel temperatures –  
gap conductance set arbitrarily in CTF 
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Problem 9 – Cycle 9 Depletion 

• 3D reactor core depletion over 441 EFPDs 
• 32 time steps 

– 2 cases per step for predictor/corrector depletion 
– 473 total iterations between MPACT CTF 
– Runtime in < 1 day 

 
 

• Results shown later  
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Problem 10 - Fuel Shuffling 

NP M L K J H FG ER D C B A

3
2

4
5
6
7
8

10
9

11

1

12
13
14
15

NP M L K J H FG ER D C B A

3
2

4
5
6
7
8

10
9

11

1

12
13
14
15

EOC 1 BOC 2 

• Fuel discharge and shuffling from Cycle 1 to Cycle 2 
• Shutdown decay of used fuel over the outage 

 

Fuel Rod Exposures (GWd/MTU) 

Fresh Fuel 
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Problem 10 - Fuel Shuffling 
• Cycle 2 critical boron difference = 11 ppm 
• Control Bank Worths difference = -5.2% 
• ITC difference = -1.1 pcm/°F 
• 30% Power Map = 1.9% 2D RMS / 4.0% 3D RMS 

– Assumes equilibrium xenon, no power history 
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AP1000® Advanced First Core 
Franceschini, ANFM V, April 2015 

•Advanced Core design 
–Heterogeneous core 
–5 Fuel Regions 
–IFBA and part-length WABA inserts 

 
 H G F E D C B A
B D B D B D E C

8 68 IFBA 68 IFBA 68 IFBA 124 IFBA
12 WABA 12 WABA 12 WABA

D B D B D B E A
9 68 IFBA 68 IFBA 68 IFBA 88 IFBA

12 WABA 12 WABA 12 WABA 4 WABA
B D B D B E C

10 68 IFBA 68 IFBA 124 IFBA
12 WABA 12 WABA 8 WABA

D B D B E C A
11 68 IFBA 68 IFBA 124 IFBA
 12 WABA 12 WABA 8 WABA

B D B E B C
12 68 IFBA 124 IFBA

12 WABA 8 WABA
D B E C C

13 68 IFBA 124 IFBA
12 WABA 8 WABA

E E C A
14 124 IFBA 88 IFBA

4 WABA
C A Region

15 # IFBA
# WABA  

 

 
 

 
 

 
 

 
 

  
  
  

   
  
  

Reg. D,E  
No BA 

Fuel Rod 

Reg. D,E  
IFBA 

Fuel Rod 

Reg. D 
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(LW) 
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AP1000 ® Control Bank Layout 
• Shutdown:  

– 4 Banks / 32 RCCAs (Ag-In-Cd) 
– Ensures adequate shutdown margin &  

      trip reactivity   
 

• Axial Offset: 
– 1 Bank / 9 RCCAs (Ag-In-Cd) 
– Dedicated, high impact bank provides  

robust axial power shaping capabilities 
 

• MSHIM™: 
– 4 Banks / 16 GRCAs (Tungsten) MA/MB/MC/MD 
– 2 Banks / 12 RCCAs (Ag-In-Cd) M1/M2 
– Provides fine reactivity control while significantly reducing 

changes to soluble boron 

               

     SD4  MB  SD4      

    M2  SD2  SD2  M2     

   MC  AO  M1  AO  MC    

  M2  SD1  SD3  SD3  SD1  M2   

 SD4  AO  MA  MD  MA  AO  SD4  

  SD2  SD3  SD1  SD1  SD3  SD2   

 MB  M1  MD  AO  MD  M1  MB  

  SD2  SD3  SD1  SD1  SD3  SD2   

 SD4  AO  MA  MD  MA  AO  SD4  

  M2  SD1  SD3  SD3  SD1  M2   

   MC  AO  M1  AO  MC    

    M2  SD2  SD2  M2     

     SD4  MB  SD4      

               

 

Key to MSHIM operation strategy 
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AP1000 PWR Core Monte-Carlo Representation 
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Shift Reference Solutions 
• OLCF granted CASL 60M core-hours for 

AP1000® ZPPT 
• International Data Corporation (IDC) 

recognized CASL team with the HPC 
Innovation Excellence Award 
– Recognizes noteworthy achievements by users of 

high performance computing (HPC) technologies 

• Testing demonstrated excellent agreement 
between Shift and KENO-VI 

ID KENO-VI SHIFT Diff (pcm) 
ARO 1.000870 1.001030 16 
DBW 1.003240 1.003450 21 
MA 0.998258 0.998414 16 
MB 0.998669 0.998909 24 
MC 0.998956 0.999148 19 
MD 0.998496 0.998643 15 
M1 0.994350 0.994548 20 
M2 0.992001 0.992185 18 
AO 0.984609 0.984749 14 
S1 0.990103 0.990200 10 
S2 0.989935 0.990183 25 
S3 0.989650 0.989739 9 
S4 0.995055 0.995295 24 

Average 18 
St. Dev. 5 AP1000 Shift vs. KENO-VI Fission Rates 

Δρ=50 pcm 
 
Total: 
RMS=0.46% 
Max=3.02% 
 
Axial: 
RMS=0.13% 
Max=0.23% 
AO=0.1% 
 
Radial: 
RMS=0.38% 
Max=1.15% 

1 Trillion particles      
240,000 cores 
Avg σ ≈ 0.1% 
Max σ ≈ 0.4% 
~ 3 hours 
25M core-hours used 
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Zero Power Physics Tests Results 
KENO SHIFT MPACT 

HZP Critical Boron (ppm) Ref +3 -18 
Boron Worth (pcm/ppm) Ref 0.0 +0.2 
ITC  at 1321 ppm (pcm/F) Ref +0.8 

  KENO SHIFT MPACT 

Rod Worth Material Worth 
(pcm) 

∆Worth 
(pcm) 

∆Worth 
(pcm) 

MA Tungsten Ref 4 1 
MB Tungsten Ref -5 -6 
MC Tungsten Ref 0 1 
MD Tungsten Ref 5 3 
M1 Ag-In-Cd Ref 0 -8 
M2 Ag-In-Cd Ref 4 6 
AO Ag-In-Cd Ref 17 -11 
S1 Ag-In-Cd Ref 14 1 
S2 Ag-In-Cd Ref -2 -11 
S3 Ag-In-Cd Ref 16 1 
S4 Ag-In-Cd Ref -4 -2 

    RMS 
Max 

9 
17 

6 
11 

AO MD M1 MB

S1 S3 S2

MD MA AO S4

S3 S1 M2

M1 AO MC

S2 M2

MB S4
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Reg # % 
Core 

U235 
AVG 

U235 
BLKT 

IFBA  
Rods 

WABA 
Rods 

A 10% 0.74 - 0 0 

B 31% 1.58 - 0 0 

C 18% 3.20 1.58  0 0 

D 23% 3.77 3.20 68 8L+4S 

E 5% 4.34 3.20 88 4I 

E 3% 4.34 3.20 124 0 

E 10% 4.34 3.20 124 8I 

A C A 
A C E E E C A 

C C E B D B E C C 
C B E B D B D B E B C 

A C E B D B D B D B E C A 
C E B D B D B D B D B E C 

A E B D B D B D B D B D B E A 
C E D B D B D B D B D B D E C 
A E B D B D B D B D B D B E A 

C E B D B D B D B D B E C   
A C E B D B D B D B E C A   

C B E B D B D B E B C   
C C E B D B E C C   

A C E E E C A   
A C A     

AP1000 Power Distributions 
A C A 

A C E E E C A 
C C E B D B E C C 

C B E B D B D B E B C 
A C E B D B D B D B E C A 
C E B D B D B D B D B E C 

A E B D B D B D B D B D B E A 
C E D B D B D B D B D B D E C 
A E B D B D B D B D B D B E A 

C E B D B D B D B D B E C   
A C E B D B D B D B E C A   

C B E B D B D B E B C   
C C E B D B E C C   

A C E E E C A   
A C A     
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2D Core Power Distribution:  
SHIFT and MPACT vs. KENO  

∆K =-171 pcm  
RMS ∆Pin Pow 0.5% / Max 1.4% 

MPACT vs. KENO SHIFT vs. KENO 

∆K = 35 pcm  
RMS ∆Pin Pow: 0.2% / Max 0.7% 

∆ Assembly Power 
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3x3 Assembly Power Distribution:  
MPACT vs. SHIFT 

-2.0%

-1.0%

0.0%

1.0%

2.0%

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

20 70 120 170 220 270 320 370 420

SHIFT AO Bank WABAs Grids dP

Control Rod  
(SS plug, AIG poison) 

Blanket 

S-WABA  
Plenum S-WABA  Zr  

L-WABA Poison 

S-WABA  
Poison 

L-WABA  
Plenum 

Blanket 

Distance from Bottom of Lower Nozzle (cm) 
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la

tiv
e 

Ax
ia

l P
ow

er
  Delta Relative Axial Pow

er  
(M

PACT-SHIFT)x100 

MPACT vs. KENO 
dP: RMS 0.4% Max 1.9% (36,000 cells) 
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AO (Black)  
~20% Inserted 

MD (Gray)  
~ 70% Inserted 

MC (Gray) ~ 100% 
Inserted 

AO 

MD 

MC 

MC 

AO 

AO 
AO 

MD AO 

3D Core Power Distribution 
with Multiple Control Banks 
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0.2

0.6

1.0

1.4

20 70 120 170 220 270 320 370 420

SHIFT AO Bank MD Bank WABA 1 WABA 2 Grids TCP0 dP

3D Core Axial Power Distribution:  
MPACT vs. SHIFT 

AO Control Bank 
(SS plug, AIG poison) 

L-WABA  
Plenum 

I-WABA 
 Plenum 

S-WABA  
Plenum 

 WABA  poison 

S-WABA  
Poison 

Blanket 

Blanket 

I,S-WABA Zr  
L-WABA Poison 

I-WABA  
Poison 

MD Gray Control Bank 
(SS plug, SS Follower, W poison) 

MC Gray Control Bank 
(SS plug, SS Follower, W poison) 

Re
la

tiv
e 

Ax
ia

l P
ow

er
 

Distance from Bottom of Lower Nozzle (cm) 

Delta Relative Axial Pow
er 

(M
PACT-SHIFT)x100 

dP 

dP: RMS 0.6%, Max 2.6% (6M Cells) 
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Summary 3D Power Distributions 
Case Bank Position 

(% Inserted) 
AO 
(%) 

∆AO (%) 
MPACT 

RMS ∆P (%) 
MPACT 

Max ∆P (%) 
MPACT 

3x3 Reg. B and D AO, 17% In -7.5 -0.1 0.4 1.9 

Quarter Core 
AO, 17% In 
MD, 66% In 

MC, 100% In 
-8.7 +0.2 0.6 2.6 

*Reference is SHIFT 

MC W/SS  
Transition 

MD W/SS  
Transition 

AO AIC/Plug  
Transition 



38 

38 

SMR Demonstration 
Montgomery, L1:CASL.P10.01, Feb. 2015 

• SMR calculations performed to demonstrate applicability to 
Small Modular Reactor design 

• Calculation of excess reactivity, cycle length, and peaking factors 
• Illustrated the capabilities of VERA-CS to develop a control 

component management strategy 
– Multiple control rod banks / Multiple cycle depletions 
– No reference solutions 

Up to 3815 cores 
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BEAVRS Benchmark 
Collins, L2:PHI.P10.01, March 2015 

• Benchmark for Evaluation and Validation  
of Reactor Simulations (MIT) 

• Provides 2 cycles of data 
– Detailed assembly designs and core loading 
– Daily power history; no rod positions 
– Zero Power Physics Test (ZPPT) results 
– Boron letdown curve and 61 level flux map data 

 

N. Horelik, B. Herman, B. Forget, and K. Smith. Benchmark for Evaluation and Validation of Reactor 
Simulations (BEAVRS), v1.0.1. Proc. Int. Conf. Mathematics and Computational Methods Applied to Nuc. Sci. 
& Eng., 2013. Sun Valley, Idaho 
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BEAVRS Cycle 1  
Zero Power Physics Tests 

• Critical positions 

 
•                                                                            ITC [pcm/oF] 

 
 

• Control Rod Worth Measurements 

 
 

K-eff Difference [pcm] 
ARO 0.99819 -181 
D In 0.99972 -28 

C/D In 0.99913 -87 
A/B/C/D In 0.99769 -231 

SE/SD/SC/A/B/C/D in 0.99660 -340 

Calculated Measured Difference 

D 780 788 -1.1% 

C with D In 1252 1203 4.1% 

B with C/D In 1175 1171 0.3% 

A with B/C/D In 568 548 3.6% 

SC with A/B/C/D In 477 461 3.5% 

SD with SC/A/B/C/D In 765 772 -1.0% 

SE with SD/SC/A/B/C/D In 1071 1099 -2.5% 

Calculated Measured 
-2.09 -1.75 
-3.47 -2.75 
-8.34 -8.01 
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BEARS Cycle 1 
Critical Boron Letdown 

• Cycle 1 is simulated with simplified power history, control rods 
fully withdrawn, and equilibrium xenon 

• VERA-CS under predicts boron throughout cycle 
– Maximum difference – 52 ppm 
– Average Difference – 27 ppm 
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*No basis for fuel temperatures – gap conductance set arbitrarily in CTF 
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Watts Bar Multi-Cycle Benchmark 
Godfrey, L1.CASL.P11.02, June 2015 

• Level 1 DOE-Reportable  
milestone completed June 30 
– CASL-U-2015-0206-000 

 
• Scope:  Multiple fuel cycles of 

Watts Bar Nuclear 1 
 

• Components: 
– MPACT (Collins, Kochunas, Jabaay, 

Stimpson) 
– CTF (Salko) 
– ORIGEN (Wieselquist) 
– Bison-CASL (Powers, Capps, Montgomery) 
– VERAIn (Simunovic) 
– Cross sections (Kim) 
– Analysis (Godfrey, Collins) 

 

• Data 
– Fuel specifications (Secker) 
– Reactor specifications (Montgomery) 
– TPBAR specifications (Montgomery) 
– Operating history (Montgomery) 
– Measured data (Montgomery) 

 
• Benchmark Results 

– HZP critical boron concentrations 
– HZP Control bank worths 
– HZP Isothermal temperature 

coefficients 
– HFP critical boron letdown 
– HFP flux maps 

 

 Huge Accomplishment by a Fantastic Team! 
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Watts Bar Nuclear Plant – Unit 1 
• Operated by Tennessee Valley Authority in Spring City, TN 
• Traditional four-loop Westinghouse PWR 
• Began operation in 1996 
• Currently in 13th fuel cycle 
• 3411 MWth initial rated thermal power 

– Uprated to 3459 MWth in Cycle 4 

• 144.7 Mlbm/hr rated flow 
• Typical inlet conditions = 557 °F @ 2250 psi 
• Unit 2 Startup in 2016 

 



48 

48 

WBN1 Core Designs 
• 193 Westinghouse 17x17 fuel assemblies 

– 50,952 fuel rods with 12’ active fuel height 
• Typical 3-batch “ring-0f-fire” designs 
• ~18 month fuel cycle lengths  
• IFBA/WABA burnable poisons 
• Tritium-producing burnable absorber rods 

(TPBARs) starting in Cycle 6 
• Soluble boron for excess reactivity control 

 

Radial Slice through  
WBN1 Reactor Vessel 

17x17 Assembly Layout with IFBA and WABA 

IFBA is <10 μm 
coating on the 
fuel pellet 
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WBN1 Control Banks & Detectors 
R P N M L K J H G F E D C B A

1 D D

2 D D D

3 D D D D

4 D D D

5 D D D D

6 D D D D D

7 D D D D

8 D D D D D D D D

9 D D D D

10 D D D

11 D D D D D

12 D D D

13 D D D D

14 D D D D

15 D D

R P N M L K J H G F E D C B A

1

2 SA B C B SA

3 SD SB SB SC

4 SA D D D SA

5 SC A A SD

6 B C A C B

7 SB SB

8 C D A D A D C

9 SB SB

10 B C A C B

11 SD A A SC

12 SA D D D SA

13 SC SB SB SD

14 SA B C B SA

15

A  Control Bank A SA  Shutdown Bank SA

B  Control Bank B SB  Shutdown Bank SB

C  Control Bank C SC  Shutdown Bank SC

D  Control Bank D SD  Shutdown Bank SD

• 57 control assemblies each with 24 hybrid B4C/AIC rodlets 
• Grouped into 8 banks; 4 safety and 4 control 
• Move in/out of fuel in 0.625” steps (~230 max) 
• 58 in-core moveable detectors 
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Simulation Process 
• Core and fuel models built with VERAIn from specifications 

provided by TVA and Westinghouse for Cycles 1 through 12 
• All input created, modified, and executed on INL’s Falcon 

using 4307 cores (180 nodes) 
 

1. Each cycle’s fuel was shuffled from the previous cycle(s)  and 
decayed for the outage time (except Cycle 1 of course) 

– BOC restart file written 

2. Zero Power Physics Tests (ZPPT) parameters calculated 
1. Initial ARO critical boron concentration 
2. Control bank reactivity worths 
3. Isothermal temperature coefficient 

3. HFP reactor core depletion performed with boron search at 
average conditions over each cycle, with depletion steps 
corresponding to points with measured data 

– EOC restart file written 

4. Output HDF5 files transferred to local clusters for post-
processing 

1. Critical boron letdown comparisons 
2. HFP Flux Maps 

 
 

 
 
 

 

 ~115,000 core-hours per fuel cycle 
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Model Description and Details 
• Quarter-core rotational symmetry used to reduce the 

computational requirements 
• Axial meshing chosen to match fuel and poison boundaries 

and spacer grid locations 
• <≈3” axial planes in the fuel 

– Cycle 1:  55 planes (4015 cores) 
– Cycle 2+: 59 planes (4307 cores) 

• Baffle-only radial reflector 
• Instrument thimbles removed from depletions 
• Equilibrium xenon for cycles 2+ 
• Spatial decomposition 

– 59 planes x 73 assemblies = 4307 mpi processes 

• New hybrid SP3 nodal method 
• New control rod cusping model 
• New Bison-CASL fuel temperature tables 
• New ORIGEN library 

 
 

 
 
 

 

Many new features 
have improved the 
accuracy, speed, and 
stability of VERA-CS 
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Fuel Temperatures from Bison-CASL 
Powers, Capps, Montgomery 

• Bison-CASL 2D R-Z model of WBN1 Cycle 1 fuel rod used to 
calculate volume-averaged fuel temperatures 

• Nine power histories calculated from VERA-CS to provide 
bounding power histories and axial shapes 
– Three power levels x Three axial offsets (core average) 

• Bison-CASL results extracted and processed into tables of fuel 
temperature vs. LHR and exposure 
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 Just a first cut.. More effort is needed. 
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Notable Achievements 
• VERA-CS successfully performed all calculations for first 12 fuel 

cycles of WBN1 
– First time in CASL performing anything beyond Cycle 1 

• Fastest turnaround time ever obtained 
– Falcon is fast and generally was available to CASL 
– Fuel temperature tables reduced the CTF runtime 
– Axial reflector regions optimized 
– MoC ray spacing not reduced for IFBA (small bias at BOC) 

• Most accurate results ever obtained 
– Used proprietary reactor and fuel design specifications and materials 
– 47-group transport-corrected P0 cross sections 
– First use of Bison-CASL with VERA-CS (uncoupled) 
– First time comparing measured flux map results with detailed history, models 

• Most reliable/stable executions ever performed 
– New hybrid SP3 option 
– Reduced axial reflector regions 
– Depletions include 4899 neutronics/TH iterations with no convergence issues 

 
 

 

 

 VERA-CS is the highest fidelity PWR 
reactor core simulator available  
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WBN1 Cycle 11 Pin Powers 
Collins 

 Unprecedented Fidelity 
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WBN1 Cycle 11 Coolant Density 
Collins 

 Unprecedented Fidelity 
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BOC HZP Boron Endpoint (ARO) 
• Initial criticality measurement for each cycle 

– Subsequent to fuel reload and shuffling 
– Isothermal conditions and without T/H feedback 

• Reactivity error gauged by difference in concentration (ppm) of 
soluble boron 
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• Avg = -15 ± 31 ppm 
 

• Without Cycle 8 
(CIPS),  
Avg = -9 ± 24 ppm 
 

• Acceptance criteria 
typically < 50 ppm 
 

• Mean is ok, but 
variance is higher 
than preferred 

Post-CIPS 
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BOC HZP Control Bank Worths 
• ZPPT measurements at the beginning of each cycle 

– Isothermal conditions without T/H feedback 

• Cycles 8-11 didn’t measure the individual banks 
• Comparison is calculated as a relative error in reactivity worth 

• Avg = 0.7 ± 3.9% 
 

• Abs Avg = 4.1% 
 

• Acceptance criteria 
typically < 15% 
 

• Results are good, 
but there are clear 
outliers.  Cycle 5 
data needs further 
investigation 
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BOC HZP Control Bank Worths 
• ZPPT measurements at the beginning of each cycle 

– Isothermal conditions without T/H feedback 

• Total worth is sum of all banks 

• Avg = 1.2 ± 4.3% 
 

• Without Cycle 5,  
Avg = 0.1 ± 2.3% 

 
• Acceptance criteria 

typically < 10% 
 

• Results are very 
good.  Cycle 5 data 
needs further 
investigation 
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BOC HZP Isothermal Temperature 
Coefficient 

• Part of ZPPT measurements at the beginning of each cycle 
– Isothermal conditions without T/H feedback 
– ~< 5 °F perturbations in system temperature 

• Comparison is absolute difference in reactivity coefficients 
 

• Avg = -0.8± 0.7 
pcm/°F 
 

• Cycle 11 
measurements are 
suspect 
 

• Acceptance criteria 
typically < 2 pcm/°F 
 

• Negative bias but 
acceptable 

Post-CIPS 
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WBN1 HFP Boron Letdown 
• Boron concentration required to maintain criticality due to fuel 

and burnable poison depletion over the fuel cycle 
• BOC boron can increase due to IFBA burnup 
• EOC boron typically near 0 ppm 
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HFP Boron Letdown Differences 
• Differences vary depending on 10B fraction in coolant, which can 

be significantly depleted over a fuel cycle (worth up to -80 ppm) 
• Few measurements of 10B were available for older cycles, so some 

engineering guestimation was required, esp. for Cycles 1-3. 
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• Avg = -23 ± 20 ppm 
 

• Without Cycles 1-3 
(no 10B data) and 7 
(CIPS),  
Avg = -32 ± 15 ppm 
 

• Acceptance criteria 
typically < 50 ppm 
 

• Clear negative bias 
with small exposure 
dependency.  Needs 
more research. 

CIPS 
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• In-core instrument responses are measured ~monthly (termed 
‘flux maps’) 
– 610 levels measured initially, and collapsed to 61 levels for analysis 

• VERA-CS calculates the instrument response in each instrument 
tube (every location in quarter-core) 

• The measured responses were collapsed to quarter-core locations 
and each distribution is normalized, ignoring locations indicated 
as inoperable 

• Results are provided as Root-Mean-Square differences of the 
distributions (%) 

• Cycle 4-12 measured data is missing 3D results, but they have 
been ‘reconstructed’ from raw signals 
– i.e. probably not as accurate as we would like 

• 183 flux maps selected for comparison 

 

 

 

Core Power Distributions 
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WBN1 Example Flux Map – Cycle 10 

RMS for this location 

Radial Power Difference 

Red  = measured 
Blue  = calculated 

182 More Maps in Appendix E 
of the Report! 

 
For now, let’s summarize…. 
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WBN1 Flux Maps – 2D RMS (%) 
• RMS difference between populations of axially-integrated values 

(radial distributions) 
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• Avg = 1.9 ± 0.3% 
 
• Acceptance 

criteria 
 typically < 5% 
 

• Results are good 
in the latter half 
of each cycle, but 
outliers exists in 
the first half of 
some cycles 
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WBN1 Flux Maps – 3D RMS (%) 
• RMS difference between measured and calculated populations – 

ignoring inoperable locations 
– Includes all axial locations 

• Avg = 4.1 ± 1.1% 
 
• Without Cycle 7, 

Avg = 3.7 ± 0.4% 
 

• Acceptance 
criteria assumed 
to be < 7.5% 
 

• Results are 
acceptable, but 
some outliers 
exist.  Fairly 
good considering 
the 3D data is not 
available. 
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WBN1 Flux Maps – Axial Offset (%) 
• Axial Offset represents the axial power shape in the reactor core 

– Expressed as power difference between the top and bottom of the core 
as a fraction of total power 

• Comparison is the absolute difference between measured and 
calculated instrument AOs 

• Without Cycle 7, 
Avg = 0.3 ± 0.8% 
 

• Acceptance 
criteria assumed 
to be < ± 3% 
 

• Results are good, 
with larger 
errors earlier in 
the cycles 
(consistent with 
power dist. 
differences) 

CIPS 



68 

68 

Future VERA-CS PWR Applications 
• Future applications of VERA-CS driven by VERA-CS Validation 

Plan (CASL-U-2014-0185-000) 
– Additional reactor types (3-loop, 2-loop, B&W, CE, etc.) 
– Additional fuel types (16x16, 15x15, MOX, etc.) 
– Additional burnable poison types (B4C-Al4O3, gadolinia) 
– Gray control rods 
– Fixed in-core detectors 

• Four-part plan to get a 
wide range of coverage 
– More power plant benchmarks  
– Critical experiments 
– Comparison to post-irradiation 

exam data 
– Comparisons to detailed CE 

Monte Carlo reference 
solutions 

Collaboration with External 
Stakeholders is Required L3:PHI.VCS.P9.04 

Where are we 
going to run all 

of these? 
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VERA-CS PWR Development Needs 
• Thermal expansion 
• Gamma transport 
• Fuel temperature input/feedback from Bison-CASL 
• Axial re-meshing for fuel type transitions 
• Support for multiple fuel rods and guide tube types in CTF input 

pre-processor 
• Further improvement in runtime performance 

– 1000 core goal within reach 

• Gadolinia depletion qualification 
• Fixed in-core detector models 
• Control rod depletion 
• Ex-core detector models 
• Vessel fluence capability 
• Improved Input/Output 
• And more… 

 
 

 Impressive capability, but more is needed! 
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Questions? 



CASL Phase 1 Summary 

Jess C. Gehin 
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CASL’s Mission is to Provide 
Leading-Edge M&S Capabilities 

to Improve the Performance 
of Operating LWRs 

Vision 

Predict, with confidence, the performance and assured safety of 
nuclear reactors, through comprehensive, science-based M&S 
technology deployed and applied broadly by the U.S. nuclear 
energy industry 

Goals 

• Develop and effectively apply modern virtual reactor technology 
• Provide more understanding of safety margins while addressing 

operational and design challenges 
• Engage the nuclear energy community through M&S 
• Deploy new partnership and collaboration paradigms 
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Chemistry 
(crud formation, 

corrosion) 

Mesh Motion/ 
Quality  

Improvement 

Multi-resolution 
Geometry 

Multi-mesh 
Management 

Fuel Performance 
(thermo-mechanics, 
materials models) 

Neutronics 
(diffusion, 
transport) 

Reactor System 

Thermal 
Hydraulics 

(thermal fluids) 
Structural 
Mechanics 

LIME 
Multiphysics 

Integrator 

• FALCON: Current 1D/2D 
workhorse (EPRI) 

• BISON: Advanced 2D/3D 
capability (INL) 

• AMP FY10: Initial 3D 
capability (NEAMS) 

• BOA: Current 
CRUD and 
corrosion 
workhorse 
(EPRI) 

• Lattice physics + nodal diffusion:  
Current workhorse (Westinghouse) 

• Deterministic transport: PARTISn (LANL), 
Denovo (ORNL), DeCART (UMichigan) 

• Monte Carlo transport: MCNP5 (LANL), 
SCALE/KENO (ORNL) 

• VIPRE-W: Current subchannel 
flow workhorse (Westinghouse) 

• ARIA (SNL), NPHASE (RPI): 
Initial 3D flow capability 

Original Vision for the Virtual Reactor 
 

• SIERRA (SNL) 

• RELAP5 (INL) 
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… has matured into a stable 
environment (Goal 1) 
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…for Simulating Steady State 
Operation 
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…for CRUD Induced Power 
Shift Component Coupling 
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…for CRUD Induced Localized 
Corrosion – Component 

Coupling 
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…for Pellet Clad Interaction  
Component Coupling 
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…for LOCA Cladding Integrity 
Component Coupling 
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…And is being applied to 
improve understanding of 

our Phase 1 Challenge 
Problems (Goal 2) 
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Challenge Problem 
Accomplishments • CRUD 

 Continued evolution of advanced crud capabilities (MAMBA, MAMBA-BDM) 
 MAMBA + CFD coupling shows qualitatively correct results and reasonable 

agreement with measurements (Seabrook) 
 Coupled CTF / MAMBA for CIPS  
 VERA-CS + MAMBA application for CIPS within reach 
 Improved STAR-CCM+ / MAMBA coupling (5x5 Seabrook Cycle 5 rod array) 

• PCI 
 BISON-CASL 2D/3D development for modeling full-rod and local geometries 
 Lower-length scale material modeling of cladding (VPSC) 
 BISON-CASL integration into VERA-CS for multi-rod/multi-assembly simulations 
 EPRI Test Stand PCI testing and benchmarking 

• GTRF 
 Engineering wear model development and experimental fretting wear tests 
 Parametric study of influences of key GTRF phenomena 
 Applications of CFD to GTRF 
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Challenge Problem 
Accomplishments 

• DNB 
 CTF rod bundle mixing and DNB test simulations 
 VERA-CS/CTF reactor core modeling under DNB limiting conditions 
 Hydra-TH rod bundle model and execution on industry computer, rod bundle 

single-phase mixing initial study 
 VUQ study initiated on rod bundle turbulent mixing model calibration 

• Cladding Integrity (RIA and LOCA) 
 BISON-CASL development (cladding corrosion/H pickup, matl props, RIA 

transient test) 
 MPACT transient neutronics development (capability demonstrated) 
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Technology Deployment (Goal 3) 
Test Stands and Releases 

• Early deployment to industry for rapid 
and enhanced testing, use, and 
ultimate adoption of VERA to support 
real-world LWR applications 
 Westinghouse (Mar 2013): Test VERA core 

simulator’s ability to analyze AP1000 first core 
startup 

 EPRI (Nov 2013): Benchmark VERA fuel 
performance (Peregrine) on PCI applications 
utilizing new EPRI’s computing platform 

 TVA (Mar 2014): Test VERA CFD capability 
(Hydra-TH) on lower plenum flow anomaly 
observed in operational reactors 

• VERA Release process established  
and releases are maturing 

• VERA Training and summer workshops 
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The CASL Family (Goal 4) 

Core Physics, Inc. 

CASL Founding Partners 

CASL Contributing  
Partners 

I-NERI 
International  
Partners 



 

CASL’s Phase 2 
Scope 

 
 

Paul Turinsky 
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Overview of CASL’s Direction 
 

– Phase 1 CASL R&D targets PWRs and steady state 
conditions to build a versatile capability. 

– In Phase 2, CASL seeks to broaden and deepen the Phase 
1 technology. 

– Phase 2 will continue the successful Challenge Problem 
strategy to target simulation capability for the R&D effort. 
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Deepening & Broadening 

CASL is transitioning  to Phase 2 in FY15 

 
There are many possibilities with regard to how to 
deepen and broaden during Phase 2 
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Guiding Principles for Phase 2 
 

•  CASL’s overarching Phase 2 criteria: 
1. Enhance the maturity level of VERA’s predictive 

fidelity to allow industry to incorporate and build upon 
CASL’s capabilities for industrial usage; 

2. Broaden the applicability of the capabilities 
developed in Phase 1 so that they can be applied to a 
wider class of LWR types; and 

3. Deepen the capabilities developed in Phase 1 and 
their applicability to new challenge problems. 
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Selection of CPs 

• To converge on an optimum scope, CASL used a 3-step process: 
1. The team suggested CPs and (where necessary) prepared “mini-

charters” that described the challenge, its safety relevance, and 
higher fidelity path forward to ensure cross-team understanding of the 
scope; 
[available at https://portal12.ornl.gov/ sites/casl/Shared Documents/Renewal 
Proposal/Proposed Technical Scope/Potential CPs] 

2. The pool of candidate CPs (28 in total) was categorized, and  
a survey was created to better understand the views and priorities of 
stakeholders; 

3. Based on the survey results, and given CASL’s guiding principles, the 
SLT reduced the selections to what was believed possible given 
resource and time constraints. The selections were vetted through the 
CASL BOD.  
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Reactor Type Broadening 
beyond PWRs 

BWRs will require considerable T-H flow 
regime and neutronics geometry broadenings  

BWRs 

iPWRs 
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Challenge Problems 
Category 

Phase 2  
New Challenge  

Problems 

Phase 1  
CPs targeted for Phase 2  

Deepening  

Thermal-Hydraulics 

Convective Flow 
(thermal and solutal) 

iPWR CHF (DNB) 
BWR Flow  
Regimes 

CHF (DNB)  

Cladding  
Performance 

BWR PCI 
iPWR PCI 
BWR RIA 

BWR LOCA 

PCI 
RIA 

LOCA 

Coolant /  
Corrosion 
Chemistry 

iPWR CRUD  
(CIPS & CILC)  

CRUD  
(CIPS & CILC) 

VERA Core  
Simulator 

Supporting: 
All BWR and  
iPWR CPs 

Supporting: 
CRUD (CIPS & CILC)  

PCI 
DNB 
RIA 

Interoperability 
 Supporting: 
GTRF, FAD 
LOCA, RIA 

Combination of broadening and deepening 
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Where at Regarding 
Deepening & Broadening? 
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Planned VERA Capability Enhancements 
in Phase 2 

Year Planned Capability Progression 
Coupled /  

Interoperable 
 Component Progression 

CP Supported 

1 

• VERA-CS for PWR multi-cycle simulation 
• VERA-CS + MAMBA for PWR CIPS  
• MAMBA with improved CRUD source terms 
• VERA-CS & Shift for iPWRs 
• Hydra-TH for subcooled boiling & bubbly flow regime 
• Peregrine-3D for PCI 
• Shift with hybrid MC for PWR & iPWR 
• VERA interoperability with external CFD 

Hydra-TH + MAMBA 
VERA-CS + MAMBA 

VERA + External CFD 

PWR/iPWR CIPS 
PWR PCI 
PWR DNB 

2 

• VERA-C + Peregrine for PWR PCI 
• VERA-CS + MAMBA & Hydra-TH + MAMBA for PWR CILC 
• Peregrine + MAMBA for cladding corrosion 
• CTF enhancements for BWR simulation 
• MPACT with kinetics to support RIA 
• MPACT & Shift with photon transport 
• Hydra-TH + MAMBA advanced subgrid model for CRUD, corrosion chemistry 

& boron mixing/precipitation  

VERA-CS + Peregrine +MAMBA 
Hydra-TH + MAMBA + 

Peregrine  
 

PWR/iPWR CILC 
PWR PCI 
PWR RIA 

PWR LOCA 
BWR Flow 
Regimes 

3 

• Peregrine + Hydra-TH + Structural for PWR GTRF 
• Peregrine for PWR LOCA cladding integrity 
• VERA-CS for BWR subregion 
• Hydra-TH for onset of DNB 
• Hydra-TH for thermal/solutal convective flows with boron mixing 
• MPACT with depletion for BWR core subregion 

VERA + External 
Structural Mechanics  

PWR DNB 
PWR GTRF 
PWR LOCA 

Convective Flows 
 

4 

• VERA-CS + Peregrine & Hydra-TH + Peregrine for PWR RIA  
• VERA-C + Peregrine for BWR PCI 
• Optimization & integration of group & continuous nuclear data 
• Hydra-TH flow topology recognition for closure models for BWR-like flow 

regimes 

VERA + External Systems Code 
Update as needed for new code 

capabilities 

PWR CIPS/CILC 
PWR RIA 
BWR PCI 
BWR Flow 
Regimes 

5 
• Hydra-TH + Peregrine for BWR RIA 
• Peregrine for BWR LOCA cladding integrity 
• Shift with hybrid, fixed-source Monte Carlo methods for ex-core physics 
• Hydra-TH for low flow rate boiling in a rod bundle for iPWR  

Update as needed for new code 
capabilities 

BWR RIA 
BWR LOCA 
iPWR DNB 

 
Note coupling only refers to physics modules, i.e. does not address Dakota 
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Roadmap 
for  
Phase 2 

ear Category CP No. Milestone Description 

1 

Coolant /  
Corrosion 
Chemistry 

CIPS / CILC 1 
Qualify core-wide PWR CIPS capability with corrosion product treatment: Add corrosion product 
source term and mass balance to MAMBA, and utilize in VERA-CS to simulate multi-cycles of a 
PWR that experienced CIPS. 

Core Physics PWR CPs 2 
Qualify multi-cycle PWR core simulator capability: Using VERA-CS simulate first and reload cycles 
of the Watts Bar Unit 1, with predictions compared to plant measurements with regard to in-core, ex-
core and selected startup physics test measurements. 

Core Physics PCI / RIA / 
LOCA 3 Demonstrate iPWR core simulator capability: Utilizing VERA-CS, establish an iPWR core model and 

simulate cycle depletion. 

Thermal-
Hydraulics 

CHF (DNB) 
Convective 

flow 
4 

Qualify multiphase CFD capability for bubbly flow regime: Hydra-TH will be used to simulate out-of-
core fluid experiments targeted at providing validation data for the bubble flow regime, with 
predictions contrasted to measurements. 

2 
 

Cladding 
Performance 

PCI / RIA / 
LOCA 5 

Demonstrate core subregion & core-wide PWR PCI capability: Utilizing VERA-CS with Peregrine-
2D, complete PWR multi-cycle core depletion for core maneuver to identify PCI limiting fuel rods; 
utilizing Peregrine-3D complete PCI analysis for limiting fuel rods. 

Coolant /  
Corrosion 
Chemistry 

CIPS / CILC 6 
Quality CFD-based PWR CILC capability for a subregion: Using the results of the Year 1 CIPS L1 
milestone to identify CILC limiting fuel rods and associated powers, CILC analysis will be completed 
using Hydra-TH with embedded MAMBA coupled to Peregrine. 

Deployment  N/A 7 
Create Working Group for CASL software: To support the release to external users, a Working 
Group will be formed, members recruited, charter written, and first meeting held in conjunction with 
training on selected usages of VERA. 

3 

Cladding  
Performance GTRF 8 

Demonstrate GTRF analysis methodology components: Using the fuel rod mechanical/material 
modeling of Peregrine, finalized rod wear model, Hydra-TH predicted turbulent pressure forces, and 
assumed gap opening, demonstrates interoperability capability of VERA with a structural mechanics 
code. Stretch goal: extend Peregrine to treat the change in spacer grid straps geometry and material 
properties to capture cladding-grip strap gap formation and impact on wear. 

Cladding  
Performance LOCA 9 

Demonstrate PWR LOCA fuel performance capability: Use Peregrine to predict the extent of clad 
ballooning and oxidation, as a function of initial fuel rod state (e.g. hydrogen pickup) using LOCA 
system transient code generated boundary conditions. 

Core Physics All BWR 10 Establish BWR core simulator capability for core subregion: Use VERA-CS to simulate a subregion 
(i.e. one or more fuel assemblies) of a BWR core. Stretch goal: simulate full core. 

Thermal-
Hydraulics DNB 11 

Qualify prediction of onset of DNB using M-CFD: Hydra-TH will be used to simulate out-of-core fluid 
experiments targeted at providing validation data for the onset of DNB, for a range of powers and 
coolant inlet enthalpy, flow and pressure. 

Thermal-
Hydraulics 

Convective 
flow  12 

Qualify thermal/solutal convective fluid flow CFD capability: Hydra-TH will be modified via 
incorporation of appropriate turbulence model and boron solution/dissolution chemistry model and 
used to predict first thermal convective fluid flow and subsequently thermal/solutal convective fluid 
flow, with predictions contrasted to validation data where available. 

4 

Cladding  
Performance RIA 13 

Demonstrate core-wide PWR RIA capability to simulate ejected rod accident: VERA-CS with 
neutron kinetics and Peregrine-2D will be used to simulate a PWR ejected rod accident to identify 
RIA limiting fuel rods; utilizing Peregrine-3D complete RIA analysis for limiting fuel rod(s). 

Cladding  
Performance 

PCI / RIA / 
LOCA 14 

Demonstrate BWR PCI capabilities: Utilizing VERA-CS with Peregrine-2D coupled, complete BWR 
core subregion depletion from which a maneuver will be completed to identify PCI limiting fuel rods; 
utilizing Peregrine-3D complete PCI analysis for limiting fuel rod(s). 

Thermal-
Hydraulics 

BWR Flow  
Regimes 15 

Demonstrate capability to simulate using M-CFD the flow regimes that exist during normal 
operations of a BWR. Hydra-TH will need to be modified to incorporate the appropriate closure 
relationships associated with each flow regime and recognize the flow topology in order to utilize the 
appropriate closure models, including addressing flow regime transitions. 

5 

Cladding  
Performance RIA 16 Demonstrate BWR RIA capabilities: Utilizing Peregrine-3D complete RIA analysis for assumed 

limiting fuel rod(s). 

Cladding  
Performance LOCA 17 

Demonstrate BWR LOCA fuel performance capability: Use Peregrine to predict the extent of clad 
ballooning and oxidation, as a function of initial fuel rod state (e.g. hydrogen pickup) using LOCA 
system transient code generated boundary conditions. 

Thermal-
Hydraulics CHF (DNB) 18 Demonstrate prediction of onset of DNB using M-CFD for low flow conditions indicative of iPWRs 

and PWRs during post-trip loss of offsite power event. 

Deployment N/A 19 
Finalize transition of CASL-supported functions to post-CASL entity: Establish post-CASL entity and 
assist it to manage software release, distribution, training, and the bug fix and enhancement 
processes. 

 

• Level 1 
milestones 
provide a 
roadmap of the 
major objectives. 

 
• Supporting Level 

2 milestones are 
developed by 
focus areas 
(presented later). 
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Target End State Capabilities 
• VERA-CS 
 PWR & iPWR full-core, pin resolved, depletion & transient capability 
 BWR sub-core (stretch full-core), pin resolved, depletion capability 

• PCI: PWR, iPWR and BWR capability 
• CRUD: PWR & iPWR capability 
• GTRF: PWR & iPWR pin behavior (stretch gap opening), wear, fluid forces & 

interoperability (structural mechanics) 
• DNB: PWR & iPWR core-wide (subchannel) & M-CFD 
• LOCA: PWR, iPWR & BWR fuel response (IC, corrosion and balloning) 
• RIA: 
 PWR & iPWR full-core, pin resolved, transient neutronics, subchannel, fuel 

performance capability 
 BWR sub-core (stretch full-core), pin resolved, transient (stretch neutronics), 

subchannel, fuel performance capability  
• Other Thermal-Hydraulics (M-CFD): Thermal & solutal driven flows (single phase) 

& BWR nominal operating conditions flow regimes 
• Interoperability: Structural mechanics, systems simulation & core simulator 
• VUQ: Capabilities integration  
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Resource Allocations 

Deepening VERA: 
CHF, PCI, RIA, 
LOCA, CRUD, 
GTRF

Broadening VERA: 
Convective Flow, 
iPWR, BWR, 
interoperability

Demonstration 
& VVUQ

Deploy-
ment

Estimated resource allocation for deepening, 
broadening, VVUQ, and deployment for Phase 2 
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Resource Allocations 

FMC

PHI

RTMTDO

THM

VMA

VOCC

Estimated resource allocation by 
WBS for Phase 2 FY15. 
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Summary 

• Phase 2 scope proposed was based on a rigorous selection 
process; 

• Scope offers broadened VERA applicability and deepened 
capabilities; 

• An optimized R&D plan has been developed with supporting 
detailed roadmaps. 

• Risks have been considered and mitigating activities have been 
established. 

R&D work scope for Phase 2 
is impactful, challenging & achievable 



Fuel Performance Modeling in CASL 
Fuel, Materials and Chemistry (FMC) 

Focus Area: 
Accomplishments & Phase 2 Plans  

Chris Stanek 
Los Alamos National 

Laboratory 

Rich Williamson 
Idaho National Laboratory 

Brian Wirth 
University of Tennessee 

On behalf of the FMC team 

CASL Symposium 
Asheville, NC 
July 8, 2015 
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CASL Challenge Problems 
Summary of US fuel failure mechanisms (2000-2008) 

* Edsinger, Stanek, Wirth, JOM 63, no. 8 (2011) 

Challenge Problem Cost to Industry 
PCI ~$600M 
GTRF ~$650M 
CIPS/CILC ~$135M 

From CASL Industry Council Value 
Proposition Study March 2014  
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Fuel, Materials and Chemistry (FMC) 
Enabling Improved Fuel Performance through Predictive Simulation  

3D 
engineering 

scale models 
delivered to 
VERA (few 

pins) 

Challenging, multiscale 
processes control 

nuclear fuel performance 

Deliver engineering-
scale fuel 

performance models 
to VERA for CASL 
challenge problems 

2D engineering 
scale models 
delivered to 
VERA-CS 

(assemblies) 
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Fuel, Materials and Chemistry (FMC)  
Enabling Improved Fuel Performance through Predictive Simulation  

3D 
engineering 

scale models 
delivered to 
VERA (few 

pins) 

Challenging, multiscale 
processes control 

nuclear fuel performance 

Deliver engineering-
scale fuel 

performance models 
to VERA for CASL 
challenge problems 

2D engineering 
scale models 
delivered to 
VERA-CS 

(assemblies) 
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FMC delivers engineering scale fuel performance 
models and materials physics-based constitutive 

models for CASL challenge problems 
For CRUD, GTRF and PCI - 3-D, high resolution coupled physics simulation capability 

demonstrated for interface with virtual reactor; 
 

Microscale activities underway to provide mechanistic/physical insight into 
complex degradation phenomena 

PCI 

BISON-CASL 
(formerly Peregrine) 

Fuel Performance 

CRUD 

MAMBA 
(MPO Advanced Model 

for Boron Analysis) 

GTRF 

Structural Mechanics & 
WEAR MODELS 
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1D-2D MAMBA 
Pin-scale CRUD 
formation/growth 
model, which can 

be used for VERA-
CS CIPS-risk 

analysis 
(assemblies), as 

well as for subgrid 
capability (CFD, 

fuels, etc.) 
 

3D MAMBA 
Pin-scale CRUD 
formation/growth 

model, which can be 
used for VERA CIPS-

risk analysis 
(single to few pins) 

FMC Approach to CRUD 

MAMBA-BDM 
Microscale CRUD 

formation/growth model, which 
can be used for CILC-risk 

analysis 

Thermodynamics  
Mostly atomistic scale 

calculations that 
address CRUD phase 

stability, 
nonstoichiometry, 

solvation and potentially 
source term 

Pragmatic multiscale approach, 
complementary to BOA, to address the 
physics/chemistry of CRUD formation and 
growth, and subsequent impact on CIPS 
and CILC. 

Benefit to Industry: 
1. 3D CRUD pin scale model 
2. Improved materials models 
3. Coupled CRUD, neutronics and 

thermal hydraulics model 
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Initial CTF - MAMBA-Subgrid Results 
for CIPS Analysis 

(courtesy of Bob Salko) 
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PCI Challenge Problem 

Cladding Crack 

Typical MPS Defect in PWR Fuel 
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Startup

Restricted Startup

Very Restrictive
Startup

   Cladding Stress  
   Reduction holds (long) 

Plant Related (e.g. 
physics testing) 
holds (short) 

Impact of MPS Defect on Power Operation 

Answers: 
1. 3D fuel performance, i.e. BISON-CASL 
2. Improved materials/behavioral models 
3. Coupled fuel performance, neutronics and 

thermal hydraulics 

Question posed by industry: 
“What specific benefits will be 

realized after CASL completes its 
PCI Challenge Problem?” 

The above answers combine to 
reduce uncertainty 
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BISON-CASL: 
 Advanced Fuel Rod Modeling Capability for LWRs 

• Purpose 
– Enhance the modeling of thermal, mechanical, and 

chemical behavior of LWR fuel using multi-physics and 
multi-scale methods to reduce uncertainties in 
performance and safety margins 

• Approach 
– Based on the MOOSE finite element computational 

framework and leverages the BISON nuclear fuel 
modeling environment 

– BISON-CASL focuses on specific functionality to model 
the behavior of LWR fuel  
• advanced material properties and constitutive 

relationships 
• Challenge problem specific analysis methodologies 

– Designed to leverage results from lower length scale 
models/methods 

– Benchmark and validation efforts working in parallel with 
development activities 
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Operating PWR PCI Analysis 
During 2003, Exelon PWRs experienced fuel rod 
failure indications in three of their PWRs. Most of 
the fuel rod failures occurred during reactor 
startup following a refueling outage shortly after 
the unit had achieved full power operation. 
 
A root cause analysis (RCA) concluded that the 
leakers were likely due to flaw assisted PCI, most 
likely a missing pellet surface (MPS). 
 
Data request made by CASL for: fuel design, 
dimension and properties; power history 
(including startup and shutdown). 
 
Exelon approved CASL data request.  Data 
expected May 1, 2015. 
 
BISON-CASL will be used to analyze fuel failures. 

Y. Aleshin, et al. “The Effect of Pellet and Local Power 
Variations on PCI Margin ” Top Fuel 2010, Paper 041. 
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Improved models for clad deformation 
required for PCI and safety assessments 

Atomistic simulation for 
defect behavior, including 

mobility and interaction with 
dislocations  

BISON-CASL engineering 
scale fuel performance 

Visco Plastic Self Consistent (VPSC) 
model, which accounts for crystallographic 
mechanisms, interactions between grains 
and coupling between growth and creep 

(radiation and thermal) 

NUREG-2119 

TEAM: 
Carlos Tome 
Wenfeng Liu 
Gopinath Subramanian 

Improved Mechanistic Models of Cladding Deformation 
VPSC successfully integrated in to BISON-CASL and constitutive models 

include creep, growth and plastic deformation of Zr-4 

Robert Montgomery 
Jason Hales 
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Using BISON-CASL - VPSC (Vulture) to 
Model Plastic Deformation 

1944 grains 

Use of physics-based VPSC allows for explicit 
consideration of anisotropy and texture, which are not 
aspects of current empirical models. 
 
A 4 grain texture is constructed from full texture of 
cladding tube by imposing the same Kern factors 
(projection of c-axes along tube main directions) 
 
Predictions are within 10% of those obtained using the 
1944 grain texture 4-grain texture representation 

speeds VPSC-BISON-CASL 
interface by ~3 orders of 

magnitude 

Preliminary demonstration 
of VPSC-BISON-CASL 
using constitutive model 

allowing for creep, growth 
and plastic deformation to 
be solved simultaneously. 
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Modeling PCI is prerequisite to 
modeling RIA and LOCA 

Phase 2 will develop capability to respond 
to RIA and LOCA loads 

Phase 1 has developed capability to 
establish initial conditions for RIA and 
LOCA 

Fuel microstructure 
behavior 

Initial 
conditions 

Imposed 
Loading 

Failure 
Response 

CASL Phase 1 

CASL Phase 2 

High Strain Rate 
Plasticity with hydrides 
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Wear model 
Consisting of 
incubation, 
oxide and 
substrate 
controlled 

stages in the 
wear history. 

Structural mechanics  
thru interoperability 

with ISVs 

CASL Approach to GTRF  
 

CFD Pressure Load History (Hydra-TH & 
limited fluid-structure interaction sims) 

Grid-rod gap evolution, mechanical 
property evolution & parametric studies of 

gap size/rod stiffness on wear shapes 
ORNL controlled fretting wear 
measurements 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
1E-14
1E-13
1E-12
1E-11
1E-10
1E-9
1E-8
1E-7
1E-6
1E-5
1E-4

D m
/D

c

Gap/Dc

  10^8*Pa/E=1.33
  10^8*Pa/E=2
  10^8*Pa/E=2.67

TEAM: Dave Parks,  
Ken Kamrin, Michael 
Demkowicz, Sam Sham, 
Peter Blau. Jun Qu, 
 Roger Lu, Michael 
Thouless, Wei Lu, 



15 15 15 

Engineering Wear Model development 

TR282 fretting wear testing at ORNL 
suitable for friction/wear testing under 
water conditions, ball on disk or tube on 
tube – provide laboratory data for 
engineering wear model validation 

Use lab tests to evaluate effects of water flow rate & temperature, 
and to verify the model, which will be ‘trained’ against literature/ 
field data 

(µ) Friction coefficient 

(Prec) Normal force during time t 

(Xeff) amplitude of oscillation       

(f) oscillation frequency   

 

* P.J. Blau, Wear (2014) http://dx.doi.org/10.1016/j.wear.2014.02.016 

Factors like Normal 
Force, Frequency 
and Amplitude of 
Sliding Contact 

Affect GTRF 

If normal force is 
either too high or two 
low, fretting is 
reduced or stopped. 
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Fretting mechanics: recent 
progress on modeling wear  

David Parks (MIT) is 
developing sub-modeling 
approaches to reduce 
computational degrees of 
freedom, while driving relative 
motions based on beam 
histories, and beginning to 
predict representative wear 
shapes and volumes  

Wei Lu and Michael Thouless 
(UMichigan) are evaluating 
coupled wear and creep 
effects 
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MPO Publications & Impact  
 
• > 30 publications in leading peer-review materials science journals, 

including: Physical Review Letters, Proceedings of the National Academy of Sciences, 
Physical Review B, JoM, Journal of Nuclear Materials, etc. 

• PhD students supported by MPO at: MIT, North Carolina State 
University, University of Michigan, University of Florida and 
University of Tennessee.  Post-doctoral researchers at Imperial 
College London and University of Wisconsin. 

     - Mike Short now Assistant Professor at MIT 
     - Yue Fan (MIT) now a Wigner Post-Doctoral Researcher at ORNL 
     - Xunxiang Hu now a Wigner Post-Doctoral Researcher at ORNL 
• MPO actively leading & impacting international materials community 

(e.g. International working meeting on fission gas behavior, MRS 
Fall meeting symposium, etc.). 
– Commonplace for presentations at International materials science conferences on 

CRUD chemistry, fuel performance & fretting wear are largely due to CASL. 
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Publications (cont’d) 
JoM special issue edited by Brian Wirth 
(UTK), Chris Stanek (LANL) and Kurt 
Edsinger (EPRI) 
 
Articles 
Intro and commentary by editors 
 
CRUD: Deshon (EPRI), Hussey (EPRI), 
Kendrick (LANL), McGurk (NNL), Secker 
(WEC) and Short (MIT) 
 

GTRF: Lu (WEC), Karoutas (WEC), Sham 
(ORNL) 
 
PCI: Rashid (Anatech), Yagnik (EPRI) and 
Montgomery (PNNL) 
 
Fuel Thermal Conductivity: Phillpot (UF), 
El-Azab (FSU), Chernatinskiy (UF) and 
Tulenko (UF) 
 
Waterside Corrosion: Motta (PSU) 
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Deployment of MPO Technology 
• MPO has benefited significantly from strong industry 

engagement, including access to FALCON and BOA source 
code thru EPRI-CASL 2-way agreement. 

• While MPO does not directly contribute to FALCON/BOA 
development, strong engagement with BOA code development 
team has influenced BOA version 3.1 

• EPRI test stand focused on additional Bison-CASL V&V, as well 
as key feedback on usability 

• Early Phase 1 emphasis on protecting background IP (industry 
and national lab), which has been actively supported by IP 
experts 

• Phase 2 deployment efforts facilitated by IPMP  
• User support lessons being learned currently via e.g. EPRI test 

stand, Bison-CASL use at WEC, etc. 
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Discovery and Innovation 
• Microstructural evolution and performance prediction of fuel and clad under 

normal and accident conditions 
• Fundamental understanding of corrosion mechanisms of nuclear materials 
• Prediction of radiation, thermal, and chemical contributions to failure modes in 

fuel and reactor materials 
• Enhanced thermodynamic models for crud phases allow for development of 

composition-aware crud formation and growth model 
• Thermodynamically stable nickel ferrite particles, likely not removed by 

conventional CVCS, may be the source for crud nucleation 
• Coupled 3D crud-chemistry + CFD calculations reveal “striping” behavior due to 

thermal feedback and turbulent kinetic energy 
• Fretting wear occurs in multiple stages - different than linear models typical of 

industry 
• Constitutive laws for dimensional change of cladding, when based on 

crystallographic mechanisms of defect-dislocation interactions, can account for 
grain-environment interactions 
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FMC Transition to Phase 2 

• Continued & expanded emphasis on fuel performance: 
extension to BWR, iPWR; further consideration of RIA and 
LOCA 
– Necessitates shifting balance from engineering scale framework 

development to mechanistic model development to improve predictability 
  

• CRUD and corrosion chemistry will be de-emphasized, but core 
capability will be incorporated in to BISON-CASL (formerly 
Peregrine). 

 
• Although GTRF will be wrapped up, aspects of structural 

dynamics can be addressed via thermo-mechanics capability 
resident in BISON-CASL and via interoperability with ISV tools 
(e.g., Abaqus/Simulia)  
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Summary 
• MPO rapidly evolved during Phase 1 to engage industry and to address challenge 

problems 
 

• MPO has successfully provided engineering-scale modeling frameworks (Bison-
CASL, MAMBA) & fundamental materials engineering (multistage wear model), 
physics (VPSC deformation models) & CRUD chemistry insight, which is having an 
impact on relevant communities. 
 

• High profile deliverables and publications attest to technical quality of a highly capable 
team. 
 

• Science Council comments: “I believe the FMC team has been very successful 
during Phase 1 and is well-staffed and positioned to achieve the goals outlined for 
Phase 2, if adequate funding is provided.” and with respect to Phase 2 plans: “The 
developments and advances at the macro-scale within BISON-CASL provide much 
needed clarity to the actual needs and targets for micro-scale modeling within the 
constitutive models incorporated into BISON-CASL. The continued development and 
extension of these science-based models will improve the fidelity of predictions for fuel 
system performance.”  
 



Evaluation of Missing Pellet Surface 
Geometry on Cladding Stress 
Distribution and Magnitude  

Nathan Capps*1, Robert Montgomery2, Dion 
Sunderland2,3, Benjamin Spencer4, Martin 
Pytel5,Chris Stanek6 and Brian D. Wirth1 
 

1 University of Tennessee 
2Pacific Northwest National Laboratory 

3 ANATECH Corp 
4Idaho National Laboratory 

5Electric Power Research Institute 
6Los Alamos National Laboratory 

 



Outline 

• Overview of Bison-CASL 
 

• Review of Classical and Non-Classical PCI 
 

• Modeling Approach 
– 2-D Boundary Conditions 
– 3-D Boundary Conditions 

 
• Results 

 
• Summary and Future Work 

 
 



Classical and Non-Classical PCI 
• Classical PCI is when a fractured pellet comes into contact 

with the cladding 
– Driven by the localized strains in the vicinity of a pellet crack as well as 

the presence of a chemical species, such as iodine, that drive 
corrosion-induced cracking of the cladding  

• Non-classical PCI failure is associated with the presence 
of a missing pellet surface (MPS) defect  
– MPS defects occur as a result of pellet mishandling or upsets in the 

manufacturing process  
– The presence of an MPS defect during a localized power ramp can 

cause severe bending moments in the clad in the vicinity of the MPS 
once pellet-cladding mechanical contact is present  

Cladding 
Crack 



Failure Process for PCI contributed to SCC 

• Driving Mechanisms leading to cladding failure due to 
PCI/SCC 
– Material Properties and Environment 

• Fuel Pellet 
– Thermal Expansion, Fuel Swelling, and Relocation – affects gap thickness 

• Cladding 
– Thermal and Irradiation Creep – affects gap thickness and induced plastic deformation 

• Fission Gas 
– Production and Release – presents of reactive species for SCC 

• Coolant 
– Hydriding and Oxidation – corrosion of the clad 

– Impact of MPS Defect on Power Operation 
 

Material 
Texture 
Impurities 
Microstructure 
Irradiation damage 
Defects 

Environment 
Fission Products 

Chemical Compounds 
Temperature 
Neutron Flux 

 

Fuel Duty (Stress) 
Burnup 

Power Level 
Power Change 

Gap Size 
Time 

 

SCC 

Cladding 
Crack 



Simulation Set up 
• All models where designed base off AP1000 fuel rod 

design 
 

• Gap was artificially reduced to simulate a second cycle rod 
– Gap was reduced by 70% of the fabricated gap 

 

• Power History was designed to reflect a potential high 
power ramp during the second cycle startup 

 
 



Modeling Approach 

• Classical PCI 
 
 
 
 
 

• Missing Pellet Surface 

Model corresponds to 8 radial 
cracks in the fuel 

  



2-D Classical PCI Results 
• Cladding stresses produced are 

inversely proportional to the 
number of radial cracks in the fuel 
 

• Length of the radial cracks is 
proportional to the increase in 
cladding stress 
 
 

(4) 

(3) 

(2) 

 



2-D Non-Classical PCI • The larger MPS produce 
higher temperatures in 
the fuel 

• The increase in cladding 
shear stress is a result 
from the increase in fuel 
temperature 
 
 
 
 

• Stress Concentration 
Factor is defined as hoop 
stress produced by the 
MPS divided by the 
maximum hoop stress 
produce by PCI 

 



3-D Non Classical PCI 



Summary and Future Work 
• The current pellet cladding mechanical interaction (PCMI) 

2-D modeling capabilities in Bison-CASL are reasonably 
consistent with PCI modeling approaches used by EPRI in 
the Falcon fuel behavior code and CEA with the 
ALCYONE code 

– Able to calculate the local stress distributions at the clad inner surface 
that are important for determining the nucleation and propagation of 
stress corrosion cracks.  

  
• Bison-CASL has shown 3-D geometric effects must be 

considered for mechanistic evaluations of PCI failure with 
MPS defects.  
 

• Future development activities will begin implementing local 
chemical reaction and cladding deformations models 
required to evaluate SCC initiation and crack propagation.   



Extra Slides 



Bison-CASL Fuel Performance Code 
• Existing codes and Material Models have limitations that Bison-

CASL development is targeting 
– Improved geometric representation and numerical solution algorithms 
– Higher-fidelity mechanistic/physics-based material models and constitutive 

relationships for fuel and cladding that account for multi-scale effects in 
behavior 
• Crack nucleation, propagation, and eventual failure 
• Fission Gas Models, e.g. Gaseous Swelling and Fission Gas Release 
• Cladding Corrosion Models 
 

• Built upon MOOSE (Multi-physics Object-Oriented Simulation 
Environment) 
– Massively parallel finite element computational system that uses a Jacobian-

free, Newton Krylov (JFNK) method to solve coupled systems of non-linear 
partial differential equations 
 

• Solves fully coupled 2-D, R-Z axi-symmetric geometry or a 3-D 
discrete pellet representation of a single nuclear fuel rod  

 
 

 



CASL: The Consortium for Advanced 
Simulation of Light Water Reactors 

 

DOE Energy Innovation Hub for 
Modeling & Simulation of Nuclear Reactors 

Microstructural Modeling of Intergranular and 
Transgranular Fracture in Zircaloys  

 
 

Qifeng Wu, M.A. Zikry 
 

Department of Mechanical and Aerospace 
Engineering 

North Carolina State University 
 



BACKGROUND 
• High temperature failure initiation and evolution in zirconium alloys, 

result from underlying mechanisms at different physical scales 
 
– Generation and interaction between dislocations, dislocation-GB 

interactions, formation of junctions, nucleation of cracks: atomistic-
micro 
 

– Oxidation of Zr alloys leads to hydrides: hydride cracking and 
material failure 
 

– Simultaneous mixed modes of heterogeneous fracture at different 
spatial scales: predictions at the relevant microstructural scale 

 
 

 
 

 
 Intergranular/Tran

sgranular 
Sharp Transgranular 
Crack: Basal Plane 

Intergranular stress corrosion 
cracking in Zr-Alloy  iodine 

Musienko, 
Cailletaud, 
2009 
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RESEARCH OBJECTIVES 
 

• Identification of dominant microstructural thermo-mechanical 
mechanisms that globally control fracture in zircaloys - couple 
crystalline plasticity behavior with fracture nucleation, 
growth, evolution for high temperature behavior 
 

 
• Investigate effects of crystalline structure, morphologies, 

dislocation density interactions, zircaloy matrix, twins, and 
hydrides 
 
– Mixed mode fracture: nucleation, propagation, 

characterization of multiple branching intergranular and 
transgranular fracture modes 
 

– Crack interactions with twins/hydride pockets 
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MULTIPLE-SLIP CRYSTALLINE  
DISLOCATION-DENSITY FORMULATION AND MICROSTRUCTURAL 

EVOLUTION 
  

The Velocity Gradient 

Crystallographic Slip-Rates 

•  Total dislocation density is decomposed as 
 

•  Coupled To Slip Activity 
ρm

(α) - Mobile dislocation density 
ρim

(α) - Immobile dislocation density 
aαξ – Taylor coefficients ~ strength of interaction between slip systems α and ξ 

• Thermo-mechanical coupling 
Cp - specific heat capacity 
λ - thermal conduction coefficient 
χ – Quinney factor 
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Coupled dislocation density evolution equations  

Dislocation density 
generation 

Stage I: Mobile 
dislocation generation at 

Frank-Read sources 

Dislocation density 
interaction 

Stage I: Trapping of 
mobile dislocations 

Dislocation density 
interaction 

Stage II: Immobilization of 
mobile dislocations at 
immobilization sites 

(Frank nets, cell walls, 
sub-boundaries) 

Dislocation 
density recovery 

Stage III: 
Annihilation of 

immobile 
dislocation by 

cross-slip 

Shanthraj and Zikry, Acta Materialia, 2011 

DISLOCATION-DENSITY  EVOLUTION 

16 unique interactions: 
   Collinear, coplanar,   
   non-collinear, non-   

    coplanar 
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Hydride(FCC) 

Twin-grains (HCP) 

 5 % Twins 
1.5 % Hydrides 
Zircaloy-2 (HCP) 

BEHAVIOR OF ZIRCALOY 

Random low/high angle GB 
orientations, Dynamic: 5000/s-50,000/s 

1-6% Volume fraction Twin grains, 
Hydrides, c/a ratio =1.594  

Experimental validation with global 
stress-strain curve behavior of pure 
Zirconium (Mareau et al. 2011) 

GB orientation was varied as a function 
of max misorientations 

 

 

 

Computational FE Approach 
• Trapezoidal Dynamic 

Integration, One Point 
Integration, Q4 elements, 
stiffness based hourglass 
control 

• Domain Decomposition 
• Eigenvalue dispersion- A-

stable methods 

Zircaloy-2 (HCP)   
(parent and twins) 

Hydrides (FCC)  
Properties 

Voronoi Tessellation 
randomized grain 

geometry 
  

Pre-crack 
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Basal Stress 

NORMALIZED STRESS ON DIFFERENT PLANES 

Normal Stress 

Ziaei, Zikry 2014 
Immobile  Dislocation Density 

Basal Prismatic 

• Quasi Static, Pure Zr 
 

• Random Low GB Orientations 
 
• High Local Stress 

 
• Basal plane is the cleavage plane 

 
• Consistent with experimental measurements 
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Top crack face, Ae1 

Bottom crack face, Ae2 

MICROSTRUCTURAL FAILURE AND  
FAILURE SURFACE REPRESENTATION 

 

Basal cleavage planes Cleavage opening traction 

Updating due to lattice 
rotations: 

Musienko , Cailletaud,2009 
 Transgranular Crack/Zircaloy 

Computational representation of fracture surfaces: 
• Element interior crack formation overcomes limitations of 

current approaches 
• Fracture surfaces represented by overlapping elements with 

appropriate cracked area weighting of element nodal forces 
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ORIENTATION RELATIONSHIPS 

Fully coherent interface between 
parallel directions and planes in 
f.c.c.(hydrides)/h.c.p.(Zircaloy) 

• Define a matrix for each crystal structure 
• Euler angles of the interface 
• Calculate the rotation matrix  

1    -1    1 
1     0   -2 
1     1    1 

Plane|| X  Direction || Y 

FCC= 
   0         1      0   
   0         0   0.627 
0.627     0      0   

HCP= 

Euler Angles for FCC :     120      54.7356    45 

 -0.7071  0.4082  0.5774 
  0.0000 -0.4082  0.5774 
  0.7071  0.4082  0.5774 
 

Transformation Matrix 
of FCC to HCP   = 

|| Z    

36 Orientations 
Transformation matrix  

X Y Z 

FCC 

1 X 

Y 

Z 

2 3 
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F.C.C./ H.C.P. ORS WITH FRACTURE 
Matrix ORS 

• 5000/s, 10% 
nominal strain 
 

• Random Low GB 
Orientations 

 
• Curved cracks due 

to ORs 
 

• Most Active 
Immobile 
Dislocation-
Density on 
Pyramidal Plane  
 
 
 

Normal Stress 

Most Active Immobile Dislocation Densities 
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TWINNING 
• Twinning occurs when K2 atomic plane is 

transformed by shear s to K2
T 

 

• K1 is the twin plane: [1126] in zircaloy (h.c.p.) 
 

• Twinned materials: higher ductility, strength 
 

• Twin boundaries can block dislocation 
motion: strength, partial dislocations: 
ductility 
 

• 24 unique twin slip systems 

(Niewczas 2007) 

(Chen et al., 2003) 

(Proust et al., 2007) 
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TWIN EFFECTS 
No Twins  Twins 

Shear Slip 

Total Dislocation Density Generation 

 
• 5000/s, 10% nominal strain 

 
• Random Low GB Orientations 

 
• Dislocation density 

generation at the interfaces 
 

• Twins result in shear slip, 
dislocation density 
generation 
 

• High local dislocation 
interaction at the interfaces 
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TWINbING AND FRACTURE 

Twins - Normal Stress  Twins - Lattice Rotation 

No Twins - Normal Stress Twins - Normal Stress  

• 10% nominal 
strain, 5000/s 

 
• Random High 

Angle GBS (< 300) 
 
 

• Normal stress 
significantly 
different for twin 
case 
 

• High angle 
misorientations 
results in TG 
cracking 

 



14 Normalized by melting point of Zircaloy-2 
Temperature 

TWINbING, HYDRIDES, AND DYNAMIC FRACTURE 

Beyerlein et al., 2007 Farina et al.  2002 

• 24 Twin Slip Systems 
 

• Random Low Angle GBs 
 
• Fracture on Basal Plane 

 
• Intergranular Fracture 
 

NORMAL BASAL 
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Normal Stress Temperature 

20o 

100o 

HIGH TEMPERATURE FRACTURE -TWINS 

• 4% nominal 
strain, 5000/s 

 
• Random High 

Angle GBs < 300 
 

• 5% twins 
 
 

• Transgranular 
crack nucleation 
 

• Material 
Softening 
 

 
 

Twin grain 
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THERMO-MECHANICAL FRACTURE 
Dislocation-Density Evolution 

Hydrides - Dynamic Twins - Dynamic Pure Zircaloy (Quasi-Static) 

Shear Slip 

Crack twin 
interaction 

• 4% nominal strain, 5000/s 
 
• Random High Angle GBs < 300 
 
• Different crack nucleation 

scenarios at temps. of 100oC 
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DISLOCATION-DENSITY CRYSTALLINE FORMULATION COUPLED TO FRACTURE 
 • Competition between stress buildup along basal planes and large inelastic strains 

on pyramidal/prismatic planes: dislocation density interactions, stress accumulation, 
and plastic slip behavior for zircaloys  

 
• Orientation relations can accurately represent non-planar crack behavior: 
distinguish intergranular/transgranular fracture 

 
• Interfacial twin matrix interactions are critical for predicting fracture behavior  

 
• Intergranular crack paths when dislocation transmission relaxes stresses along 
GBs: low angle GB misorienations and basal plane, higher VF of hydrides 

 
• Transgranular fracture when dislocation-pile-ups and triple junctions dominate: 
more likely with high angle GB misorienations, pyramidal planes, higher VF of twins 
   
• Competing mechanisms at grain interior and GB interfaces determine dominant 
intergranular/transgranular fracture modes 

 

CONCLUSIONS 
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Thermal Hydraulics Methods
Advanced T-H Models and Simulations for NE Applications

Outcomes and Impact
• CFD Solution Capabilities:

– single- and multiphase with boiling models

– Sub-grid models, tuned to PWRs and BWRs

– Coupled with and targeted towards specific reactor physics

• Use the capabilities developed to gain new insight 
into the CASL Challenge Problems

• Position 3-D CFD capability for DNB and future 
research on LOCA simulations

Requirements Drivers

Objectives and Strategies
• Deliver next-generation CFD based simulation capabilities to the industry, 

interfaced with the latest VUQ technologies, and accommodate tight coupling 
with other physics 

• Computational Fluid Dynamics (CFD): Deliver scalable, verified and validated 
CFD solutions

• Closure Modeling (CLS): Exploit micro-scale simulation results and 
experimental data for CFD closure models and validation based on new 
physical understanding

• Leveraging capabilities of THM teams to deliver state-of-the-art models and 
methods for T-H simulation

• Thermal-hydraulics capabilities based on 3D single and 
multiphase computational fluid dynamics for a 
component-scale capability incorporating micro scale 
simulation results and experimental models into CFD 
closure models
– Scalable parallel algorithms for turbulent single and 

multiphase flows suitable for advanced computer 
architectures

– Ability to perform single/multiphase CFD calculations in 
realistic reactor component geometries

– Advanced closure models applicable to turbulent, boiling 
multiphase flows

• Leveraging capabilities from NE, DOE Science and 
Industry efforts

M
icro

scale B
o

ilin
g

 

E
xp

erim
en

ts fo
r C

F
D

5x5 LES 

Simulation
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• Computational Fluid Dynamics (CFD): 
Deliver non-proprietary, scalable, verified 
and validated CFD methods

• Closure Modeling (CLS): Exploit micro-
scale simulation results and experimental 
data for CFD closure models and validation 
based on new physical understanding

• Leveraging capabilities of THM teams to 
deliver state-of-the-art models and 
methods for T-H simulation

Advances in THM driven by fidelity 
requirements for CASL Challenge Problems  

MIT

LANL

Hydra-TH

Thermal Hydraulics Methods
Advanced T-H Models and Simulations for NE Applications
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Overview of Scope of Activities 

• Single Phase CFD:
– GTRF: Highly scalable and validated                                       

LES simulations  

– CRUD/CILC*: Tight Coupling with MAMBA with  
Robust and improved Anisotropic RANS simulations 

– Solutal/Thermal Driven Flows: (P) Improved 
RANS/Hybrid methods for Buoyant Mixing

• MultiPhase CFD: 
– DNB: Discovery – next generation boiling                                            

closures and 1st principle based local DNB  

– BWR Normal T-H Conditions: (E) Robust                     
predictions of local void fraction in fully resolved 
BWR assemblies

*(P) = Planned

(E) = Expected, early stage
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The approach:
deliverable vs. innovative 

• Baseline: Industry, 
Research and International 

Benchmark Experience

• Incorporates Experience Based 
Robustness

• Open capabilities 
Hydra-TH

• Immediately available in 
commercial platform 

STAR-CCM+

• Incorporates new Science progress

GEN-I

GEN-II

• Common advancements
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Hydra-TH Highlights
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Hydra-TH Single Phase
Capability for GTRF

Non-proprietary, scalable and validated 
solution for Ultra-HPC Clusters

● Pressure Profiles and Rod Forces are extracted from Hydra-TH for the 3x3 Rod Bundle

● The data are used as input to VITRAN to compute rod acceleration/displacement

● 7 to 14M meshes required for reasonable fidelity in design analysis ~ 8 – 24 hour calculations

Force time history data used for rod 

dynamic analysis, e.g., with VITRAN
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Top Grid 
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force acting 
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and Hydra-TH wear work-rates 
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Dedicated 5x5 V5H study shows good 
agreement with experimental data

Hydra-TH calculationsTexas A&M experiments

• Predicted mean peak 
velocities within 5% of 
experiments

• Time-averaged 
velocity profiles 
downstream of 
mixing vanes
(96M mesh)
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Integration of Surface Chemistry Capability into Hydra-TH

Evolution of Hydra-TH in 

VERA From End of Phase 

1 to Phase 2

Hydra-TH Thermal 
Hydraulics Simulation

Wall-Shear, 
Temperature, 

Heat Flux

MAMBA Sub-Grid 
Scale Model

•CRUD Induced 

Power Shift

•CRUD Induced 

Localized Corrosion

•Difficult to Predict

•Drive to Zero Fuel Failure

• Local CRUD Chemistry

• Boiling, chimney formation

• CRUD deposition

• Thermal resistance

Fully-Implicit Projection
• RNG k-e model

• Re ~ 4.0 x 105

• qw = 106 W/m2

• 2.4M elements, ~18M DoF

• ~ 4.75 hours on 16-core 

Intel Xeon desktop

L3:THM.CFD.P9.11
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Native Conjugate Heat Transfer Uses Automated 
Interface Detection for Complex Reactor Geometries

• Automated interface detection segregates solid materials from fluid materials

– Automatic specification of no-slip/no-penetration BC’s, turbulence quantities, etc.

– Preserves heat flux continuity at the fluid-solid interface

– Avoids time-consuming, error-prone user identification of fluid-solid interface for CHT

• Hexpress/Hybrid permits meshing multiple volumes, e.g., 
fluid and solid, in one step with coincident interfaces

Automated interface detection can be applied to 

arbitrarily complex geometries

L3:THM.CFD.P9.02

Conjugate forced convection heat transfer in 

a plane channel: Longitudinal periodic 

regime (A. Barletta et al., International J. 

Thermal Sciences 47, 42-51, 2008).
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NURETH-16 Paper

L3:THM.CFD.P10.02
Non-linear model (anisotropic eddy viscosity)
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Turbulence Torture Tests
Test Dimensions Objectives Meshes Status Documented Regression

Back Step 2D Reattachment Cubit regression, SA, RNG no yes

Channel 2D Law-of-wall Cubit SA, RNG Verification man. no

Grid Turbulence 2D Decay rate 3 Levels RNG, STD Verification man. yes

Couette Flow 2D Mean Velocity profiles Cubit SA, RNG, STD, NL Some no

Mixing Layer 2D Scale Similarity Cubit SA, RNG, STD Some no

Jets 2D-3D Spreading Rate none Not Started None no

Pipe Flow 3D Law-of-wall, Nu Cubit SA, RNG, STD Some no

U-Channel 2D Curvature effects Cubit SA, RNG, STD L3.THM.CFD.P.06 no

Circ. Cylinder 2D Strouhal No. Cubit regression, SA, RNG no yes

Tri. Cylinder 2D Strouhal No. no Not started no no

Sq. Cylinder 2D Strouhal No. no Not started no no

Asym Diffuser 2D Separation no Not Started no no

Impinging Jet 2D Stagnation point no Not Started no no

Jet in Crossflow 2D Complex vortex no Not started no no

Mounted Cube 3D Mass. Separation no Not Started no no

Natural Conv. 3D Buoyancy effects no Not started no no

Sub-Channel 3D Secondary flow Cubit Extensive NL,STD NURETH-16 no

3x3 Rod/Spacer 3D Pressure drop Hexpress, 

Cubit

SA, RNG, LES L2.THM.CFD.P4.01 no

T-Junction 3D Velocity Profiles ??? Preliminary, ILES Some no
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Computational Model Builder (CMB) for 
Setup, BC spec’s, Material Properties, 

Generation of “cntl” file
• CMB Movie at: http://get-hydra.lanl.gov

• Tutorial from Hydra dev team or Kitware

• Cloud/Web HPC Infrastructure
• Simulation Asset Management
• Features:

– Mesh viewing, model setup
– Simput to generate Hydra-TH cntl file
– Cloud job submission, e.g., on Amazon 

cloud
– ParaView Web visualizer

• Hydra-TH is under a BSD license, and can 
be downloaded from get-hydra.lanl.gov.  

• Repository access for developers who have 
provided signed contributor agreements.

• E-mail support: hydra-th-users@lanl.gov

• Downloads: get-hydra.lanl.gov

• Pursuing code distribution via Kitware…

http://get-hydra.lanl.gov
mailto:hydra-th-users@lanl.gov
http://get-hydra.lanl.gov
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Closure Modeling 
Highlights
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2013 Delivered:                         
GEN-I Robust Baseline Closure

 Demonstrated Maturity of Assessed Closures

 Demonstrated Portability of Closures (STAR-CCM+ vs. NPHASE)

 Confirmed the findings from PoR-3 V&V Study (closure UQ)

 Baseline for Immediate Delivery of DNB Capabilities

L2:THM.P7.01 

V. Petrov, A. Manera 

(UMICH)
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GEN-II Boiling  1st princ. based  DNB

Robust Baseline Closure Innovative GEN-II Closure Predictive DNB

• Second Generation Closure should 
incorporate new physical 
understanding

• Increased synergy with experimental 
“micro” measurements

• Extended applicability (lower/ higher 
vapor generation)

• Include modeling toward limiting 
behavior (CHF)

• First Generation Closure in Hydra-
TH should leverage existing 
experience 

• Implementation of baseline closure 
in STAR-CCM+ allows direct 
comparison to CD-adapco baseline 
closure results (platform 
independent)

• Sensitivity of model parameters 
should confirm PoR-3 studies

• Validated against 5x5 Tests 

• Predictive capabilities to 
support new spacer design 
and multi assembly 
phenomena

• Include effects of rod surface 
evolution 
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New Physical Understanding: 
Subgrid Surface Representation

• Extension to 
DNB requires 
physical 
representation of 
heater surface

• Includes bubbles 
interaction

• Platform must include the 
modeling capabilities

• Experiments/DNS are used 
for continuing improvement of 
physical understanding

• Understand/agreement on 
boiling micro-hydrodynamics

Nam Dinh, Yang Liu, Manu Srivastava -NCSU

Bren Philips - MIT
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GEN-II Heat Partitioning
Quick Overview

1. Mechanistic Representation 

of Bubble Lift off and 

Departure Diameters

2. Accurate evaluation of 

evaporation heat flux by 

modeling effective microlayer

3. Account for sliding bubble 

effect on heat transfer and 

nucleation sites

Flow

4. Account surface quenching 

after bubble departure

5. Account for bubble 

interaction on surface 
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Calibration-free Assessment
extensive small scale CASL database

1 Bar 10 C Subcooling

G = 500 kg/m2-s G = 1000 kg/m2-s G = 1250 kg/m2-s

2 Bar 10 C Subcooling

2 Bar 15 C Subcooling
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Pressure = 1.0 bar and 10 C Subcooling

Pressure = 2.0 bar and 15 C Subcooling

 Validation performed against MIT boiling curves
 Allows validating separate model components
Calibration-free – demonstrated generality 

deriving from improved physical 
representation 

 Evaporation term is not dominant 
contribution 

 Effect of bubble sliding dominates 
Flow Boiling Heat Transfer 
(previously postulated by Basu) 

 The new model demonstrates 
improved predictions at all conditions

 Enhanced robustness at higher 
heat fluxes

SLIDING: Dominant effect on heat 

transfer and nucleation sites

Discovery and Innovation
Heat Flux Partitioning

Bucci, Su, 
2015

Discovery
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CLS Overall Review: Year 1-4

• Three fundamental Steps aimed at “delivery” and “science”

Closure Evaluation: 
physical representation, 
assessment database, 
robustness

Closure Model UQ: 
parameter sensitivity (driving 
experiments and ITMs), 
uncertainty evaluation, 
challenges

Closure Model 
Implementations: code 
dependency, portability, 
extendibility 

1 2 3

ITM/DNS Refocusing: 
microscale boiling ITM not 
sufficiently mature, not 
applicable for closure 
development

Isothermal Bubble transport 
greatly support 
interpolation/extrapolation of 
experimental findings

GEN-I vs. GEN-II: 
necessary to separate 
closure efforts in two 
successive generations 

GEN-I Delivery: Robust 
First Generation Closure in 
Hydra-TH should leverage 
existing experience 

GEN-II Improved physical 
representation:  Second 
Generation Closure should 
incorporate new physical 
understanding

Increased synergy with 
experimental “micro” 
measurements

Extended applicability 

Include modeling toward 
limiting behavior (CHF)
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Phase 2 L2 Milestone Plan

Year Category CP L1 Milestone Supported Description

1
Thermal-

Hydraulics
DNB, LOCA 4, 16

Experimental Determination of the Effects of 

(Synthetic) CRUD on Subcooled Boiling

2

Thermal-

Hydraulics
DNB, LOCA 7, 16, 19

Wall Closure Models for Subcooled Boiling using DNS 

for Wall Conditions

Coolant / 

Corrosion 

Chemistry

DNB, LOCA, CILC 8, 15
Advanced Subgrid-Scale Modeling of Corrosion 

Chemistry and Boron Mixing/Precipitation (CFD-based 

CILC)

3

Thermal-

Hydraulics
DNB, CHF 8, 16, 19

Demonstration and Assessment of Gen-II CASL M-

CFD Closure Models for the onset of DNB

Thermal / 

Solutal 

Convection

LOCA 8, 15
Demonstration and Assessment of Thermal and Solutal 

Convection for Boron Mixing during ECCS Injection  

4

Thermal-

Hydraulics
DNB, CHF 16, 19

Investigation of Flow Topology Recognition for M-

CFD Closure Models for BWR-like Flow Regimes

Coolant / 

Corrosion 

Chemistry

CILC 15, 16, 19
Demonstration of advanced subgrid-scale chemistry 

model for CRUD deposition

5

Thermal-

Hydraulics
DNB 19

Post-DNB heat transfer assessment in PWR fuel rod 

bundles

Thermal / 

Solutal 

Convection
DNB, CHF 19 Low flow rate boiling in a rod bundle

Deployment N/A 20
Hydra-TH User, Theory, V&V/THM Benchmarks 

Manuals

Phase 2 THM Level 2 milestone plan
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Phase 2 Highlights
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CFD Delivery                                    
History and proposed path forward

• Three Steps aimed at “delivery” 

Drekar

Fuego

… 

NPHASE

TransAT

STAR-CD

STAR-CCM+

Code Evaluation: methods, 
performance, extendibility

1 2 3

Hydra-TH
Non-proprietary VERA 

component

 …full power devel.

 …evaluate at the 

end of FY15

STAR-CCM+

 Test bed for CLS

 … immediate 

availability

Phase-1 Development: 
complete Hydra-TH 1 and 2P

Phase-2 Delivery: 
requirements vs. capabilities

Hydra-TH

 Wrap up 1P 

capabilities

 Develop an open-

community

STAR-CCM+

 Deliver DNB 

capabilities

 Deliver BWR 

capabilities
* Model dev. testing
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Improved PWR closures
physical under-relaxation

• Leverage a mix of Experiments and DNS for improved 
physical representation

• Example: improved lift formulation

• Need: commonly adopted Tomiyama Lift cannot predict 
even its on experiments in CFD

• Keypoint: lift inversion mechanism is the key and must 
be captured accurately

• Status: improved lift correlation being tested on large 
database

CL = min
6J Re,Sr( )
p 2 ReSr
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Igor Bolotnov, NCSU 

Rosie Sugrue, MIT 
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THM Feature Presentation
 CASL SUCCESS: Effective use of Multiphase DNS to support closure 

model development.

 THM feature presentation highlights exceptional contribution of 
CASL Team Members



2929CASL Symposium, Ashville, NC, July 7-9, 2015 29CASL Symposium, Ashville, NC, July 7-9, 2015 

Improved PWR closures
near wall behavior 

• Improving experimental facilities and exploring innovative techniques
• Expand the experimental matrix with conditions more relevant with CASL requirements

• Explore the proper implementation of LIF for liquid temperature fields measurements

• Experimental facility modifications to accommodate demanding 
conditions and new measuring techniques

• Development and improvement of empirical models for the 
prediction of two phase flow behavior. 

Shadowgraphy experimental images 

- Carlos Estrada Texas A&M

Carlos Estrada Texas A&M
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L2:THM.P11.02

Experimental Determination of the Effects of (Synthetic) 
CRUD on Subcooled Boiling

• Carolyn Coyle, Jacopo Buongiorno*, Thomas McKrell - MIT

Layer-by-Layer Deposition of 100 nm SiO2 particles 

Real CRUD Synthetic CRUD
 Tests will be conducted in a 

flow boiling loop as shown. 
 The composition of the 

synthetic CRUD will be varied 
to determine thickness and 
chimney pitch and diameter 
effect on boiling
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Nanoparticle surface boiling and HTC curves for a bare heater, a 1 μm thick 10 nm SiO2 layer, a 1 
μm thick 10 nm Fe3O4 layer, and a 4 μm thick 10 nm Fe3O4 layer with 10 μm chimney diameter and 
25 μm chimney pitch. Measurement uncertainties are roughly 1.15%. 

Pool boiling tests show that a thin layer of CRUD can enhance both 
CHF and HTC by roughly 100% over bare heaters. 

• Carolyn Coyle, Jacopo Buongiorno*, Thomas McKrell - MIT

L2:THM.P11.02

Experimental Determination of the Effects of (Synthetic) 
CRUD on Subcooled Boiling
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GEN-I DNB Approach limitation

Jin Yan -ISACC-2013, Xian, China 

• Experience with Simple DNB 
methods

– Uses “a la Weisman & Pei” DNB criteria

– DNB detected when 1st cell void 
fraction = 83%

– Current attempts at DNB prediction 
yield limited accuracy

• Why? Can it be improved?

S Mimouni, C Baudry, M Guingo, J Lavieville,N Merignoux, and N Mechitoua. Computational multi-

fluid dynamics predictions of critical heat flux in boiling flow. In CFD4NRS-5, September 2014.
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Fraction of nucleation 

sites ACTIVE at a point 

in time

A simple but powerful DNB 
mechanism

• Bubbles merge on heater surface prior to departure
– Indicates size of dry surface patches

𝑁𝑏
′′ = 𝑓𝑡𝑔𝑁

′′

𝑃 = 1 − 𝑒−𝑁𝑏
′′𝜋𝐷𝑑

2

complete spatial randomness methods (CSR)

 Track the wet and dry surface in a “cell”
 This allows splitting the heat transfer into 2 components where 

𝒒"𝒕𝒐𝒕 = 𝑨𝒅𝒓𝒚 𝒒"𝒗𝒂𝒑𝒐𝒓_𝒇𝒊𝒍𝒎 + (𝟏 − 𝑨𝒅𝒓𝒚)𝒒"𝑵𝒖𝒄𝒍𝒆𝒂𝒕𝒆

.. as the heat flux increases, heat removed by the wetted area can’t keep up, leading 

to larger coalescence between bubbles, and further decreases in wetted area, 

resulting in surface dryout. 
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A simple but powerful mechanism …

• Some evidences that, at least for pool boiling, the simple 
mechanism seems reasonable*

• Supporting assumption that CHF is largely governed by the micro-
hydrodynamics of the thin liquid film on heating surface. [Scale 
Separation, Theofanous (2002) and Dinh (2007)]

 We can extend to include the treatment of introducing a 
representation of the contact line speed, based both on the surface 
characteristics and the near wall velocity distribution...

 But I have not yet been convinced that this is necessary..

*Jung, J., Kim, S.J., Kim, J., 2014. Observations of the Critical Heat Flux Process During Pool 

Boiling of FC-72. J. Heat Transfer 136, 041501. doi:10.1115/1.4025697
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Extension to BWR Application

A fundamental distinction:              
Local topology vs flow regime 

 Local Topology Recognition applies adequate 

closure on a cell-by-cell basis 

 Algebraic Length Scale for robust “fuel” applications

 Extendible to off-core via population balance 

approaches

 FY14 activities for accelerated delivery demonstrate 

promising potential

Local Topology Recognition

Confidence based on 
experience and validation
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Step 1 – baselines & portability

Collaboration with G. Montoya, D. Lucas – (HZDR)

CFD-BWR (ANL,CD-adapco)
(OECD/NEA BFBT Benchmark)

Collaboration with Adrian Tentner (ANL)

HZDR Baseline Closure

 Demonstrate portability

 Evaluate Robustness and 
applicability of current state 
of the art

 Selected Benchmarks:

 BFBT (OECD/NEA)

 TOPFLOW (HZDR)



Bubbly Flow Insights from DNS:
Advanced Methods of Analysis and Simulation of 

Reactor Flows 
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Outline

• Introduction

• Methods overview

• Simulation examples

• Data analysis techniques

• Summary
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Introduction
 Rapid development of high-performance computing (HPC) hardware

and methods made direct numerical simulation (DNS) approach a
valuable tool to expand our capability to understand two-phase flow
phenomena

 DNS is capable in gaining new insights into bubble/turbulence
interactions and assisting the development of improved closure laws
for multiphase computational fluid dynamics (M-CFD) as well as
subchannel codes

 Unstructured mesh capability of the finite element approach allows
to use DNS as a design tool for reactor core components, such as
mixing vanes / spacer grids

 Advanced analysis techniques are needed to make the most use of
these computationally intensive simulations.
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History of development and validation 
of interface tracking in PHASTA

• Level Set Method implementation and bubbly laminar flow validation
S. Nagrath, K. E. Jansen, and R. T. Lahey. Three dimensional simulation of incompressible two phase flows using a 
stabilized finite element method and the level set approach. Comp. Meth. Appl. Mech. Engng., 194(42‐44):4565–4587, 
2005.

• Bubbly turbulent flow channel simulations
I.A. Bolotnov, et al, Detached DNS of Turb. Two‐phase Bubbly Channel Flow, Int. J. Multiphase Flow, 37, 647‐659, 2011
I.A. Bolotnov. Influence of Bubbles on the Turbulence Anisotropy, J. of Fluids Engineering, 135, 051301, pp. 1‐9, 2013.

• Annular flow simulation
J.M. Rodriguez, O. Sahni, R.T. Lahey Jr., K.E. Jansen, “A parallel adaptive mesh method for the numerical simulation of 
multiphase flows”, Computers and Fluids, 87, 115‐131, 2013.

• Bubble coalescencemodeling
M.L. Talley, “Bubble Coalescence Control Development for Level Set Interface Tracking Method”, M.S. Thesis, 2015

• Subchannel geometry applications 
J. Fang, A.V. Mishra, I.A. Bolotnov, “Interface tracking simulations of two‐phase bubbly flow in a PWR subchannel”, 
Proceedings of International Topical Meeting on Advances in Thermal Hydraulics – 2014 (ATH’14), Reno, NV, USA, June 
15‐19, 2014.
H. Yi, M. Rasquin, A.V. Mishra, Jun Fang, I.A. Bolotnov, “In‐Situ Processing and Visualization for Direct Numerical 
Simulation of Coolant Flow through Mixing Vanes”, Proceeding of 2014 International Congress on Advances in Nuclear 
Power Plants (ICAPP’14), Charlotte, NC, USA, April 6‐9, 2014



Numerical Tools – Single-Fluid approach
PHASTA is a Parallel, Hierarchic, higher-order accurate, Adaptive,
Stabilized, finite element method (FEM) Transient Analysis flow solver for
both incompressible and compressible flows.

Governing equations:

• Mass Conservation: 	 , 0

• Momentum Conservation: 	ρ , ρ , , τ ,

• Incompressible Newtonian Fluid: 	τ , 2μ S , μ ( , +	 ,

• Continuum Surface Tension (CST) model of Brackbill et al. (1992)
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Properties dependent on distance from interface:
• Density: 	 1
• Viscosity: 1
where the is the Smoothed Heaviside function. 

*Level Set Method (Sussman et al., 1997, 1998, 1999; Sethian, 1999)

Distance field expression for initializing spherical 
bubbles’ interface: 

min

The interface is at 

The Level-set ITM is implemented in PHASTA, which
allows the two-phase flow simulation.

Numerical Tools – Level Set Interface Tracking
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Interface tracking equation: ∙ 0

Re-distancing equation  (Sussman & Fatemi, 1999):

∙ ;

1,
1
sin ,

1,

Visualization tool: Paraview by Kitware, paraview.org
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Numerical Tools – Level Set Method
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Recent simulations
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Turbulent Bubbly Pipe Flow Simulation
• 2014 ASCR Leadership Computing Challenge (ALCC) award from the U.S. Department of

Energy Advanced Scientific Computing Research (ASCR) of 76.8 million CPU‐hours at
Argonne Leadership Computing Facility (ALCF) – IBM BG/Q based supercomputer with
768,000 cores.

• This allocation allows for direct overlap between experimental data and DNS capabilities
• We picked pipe flow experiments performed by M.E. Shawkat, C.Y. Ching, M. Shoukri

“Bubble and liquid turbulence characteristics of bubbly flow in a large diameter vertical
pipe” (IJMF 34, 2008):

• Pipe size: 200 mm ID
• Liquid superficial velocities: 0.2 – 0.68 m/s
• Gas superficial velocities: 0.005 – 0.18 m/s
• Void fractions: 1.2 – 15.4 %
• Average bubble diameter: 3 – 6 mm

• Selected DNS parameters:
• Same pipe diameter, domain length is 628 mm with periodic boundary conditions
• Liquid velocity: 0.35 m/s; Reynolds of 77,000 (Re based on friction velocity 1920)
• Void fraction: 1% (3% and 5% are planned)
• Bubble diameter: 7.5 mm
• Gravity is reduced to keep the Eo number consistent with experiment
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Turbulent Bubbly Pipe Flow Simulation

• Selected DNS parameters:
• Same pipe diameter, domain length is 628 mm with periodic boundary conditions
• Liquid velocity: 0.35 m/s; Reynolds of 77,000 (Re based on friction velocity 1920)
• Void fraction: 1% (3% and 10% are planned)
• Bubble diameter: 7.5 mm
• Gravity is reduced to keep the Eo number consistent

• This results in the following requirements for DNS:
• Mesh size:

• Number of tetrahedral elements: 1,919,762,176 (1.9 billion)
• Number of nodes: 321,798,909 (321 million)

• Number of cores: 128x1024 (1/6 of the 5th largest world supercomputer)
• Number of fully resolved bubbles (20 points across the diameter / fully

deformable): 895 (1%), 2685 (3%) and 8950 (10%)
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Bubbly Pipe Flow Simulation
First, we generate the single‐phase turbulence:

Then we place the bubbles (1% void fraction / random distribution): 3% 10%



12

Bubbly Flow Simulation – Statistics
Basic analysis: place the virtual probes 
and record the time history of 
instantaneous velocities / pressures / 
phase indicator function for the 
averaging through post‐processing

Time:     1.256500    1.570475    1.884450    0.627950  Steps:        20680       22250       23820        3140
Time:     1.884450    2.198425    2.512400    0.627950  Steps:        23820       25389       26959        3139
Time:     2.512400    2.826425    3.140450    0.628050  Steps:        26959       28529       30099        3140

U

r

k
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Local Flow Analysis

Bubble tracking capability has been 
developed, which allows following each 
bubble and collecting valuable details 
regarding bubble behaviors.   

The initial profile of a 262‐bubble subchannel case with bubble ID’s

The code can collect:
• Bubble position

• Bubble velocity components

• Volume and deforming level

• Local liquid velocity and shear 
rate

• Interfacial area density
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A single is being controlled in the uniform shear flow

Local Flow Analysis -
Validation
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Drag force validation

Shear rate CD CL

2.0 s‐1 0.18 0.37
10.0 s‐1 0.20 0.37
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Tomiyama's Correlation

PHASTA

Tomiyama’s experimentally based bubble drag coefficient 
correlation versus the drag coefficient estimated from 
PHASTA simulations. (Tomiyama, 2002)

Drag and lift coefficients calculated based on the 
parameters extracted from controlled bubble 
simulations 

Based on the bubble relative velocities in both 
verification cases, the resultant Reynolds number is 
about 290 using bubble diameter as the length scale, 
which predicts a drag coefficient of 0.166. 
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Two-phase flow in a subchannel

Each bubble in the domain has a unique bubble ID, and the code will track all the bubbles and record
detailed bubble information.
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With the recorded bubble deformability 
factors, one can also classify the bubbles 
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Recording bubble positions and sizes allows to 
estimate the void fraction distribution. 

Two-phase flow in a subchannel
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High Performance 
Applications
Realistic reactor spacer grids and 
mixing vanes used for turbulent flow 
simulations.
2B element mesh:



Fixed grid used for the solution of 
the Navier-Stokes equations

Tracked front to advect the fluid 
interface and find surface tension

The front is used to set the 
marker function and compute the 
surface tension

Front Tracking Method

Nucleate boiling

Solidification



The bubbles 
are rapidly 
pushed to the 
walls by the lift force. The 
flow then slowly slows down 
and finally some of the bubbles are 
pushed back into the middle to
establish an hydrostatic equilibrium in the bulk

To generate a data base that can be mined for closure
laws, we have done DNS of the transient evolution

of an initially parabolic laminar flow with a 
uniform distribution of bubbles that 

remain nearly spherical. The
domain is bounded by two
vertical walls and periodic

in the streamwise
and spanwise

direction

Transient Bubbly Flow in Vertical Channels



Averaged vertical momentum of the liquid:

Horizontal flux of bubbles

Void fraction and phase averaged velocity

A simple description of the average flow is derived 
by integrating the vertical momentum equation over 
planes parallel to the walls and taking the density 
and viscosity of the gas is zero

The gas flux, the streaming 
stresses and the average 
surface tension are unknown 
terms so the equations need 
to be “closed” by relating 
those to known quantities

g
W

L

Closure Terms by Statistical Learning



By averaging the DNS results over planes parallel to the walls, we construct 
the Table above with quantities that are known and unknown in the averaged 
equations. Using Neural Networks, we fit the data, resulting in:

Fg  u v  f g
g

x
  v l

x
dw kt t a aij

“Closure” variables 
needed for models 
of the average flow

Resolved average 
variables

Quantities 
summarizing the state 
of the unresolved flow

Closure Terms by Statistical Learning

Fb  f1 x ;  u 'v '  f2 x ; F  f3 x ; x  ,
x

,  v 
x

,dw











Not 
included 
yet

These relationships are used when solving the average 
equations for the void fraction and the vertical liquid 
velocity

Data obtained by averaging the DNS results



The average vertical velocity and the 
void fraction at different times (left) and 
the variance of the vertical velocity and 
the void fraction versus time from the 
DNS data and as predicted by the model

Closure Terms by Statistical Learning
Average 

vertical liquid 
velocity

Void fraction



Bubbles in Turbulent Channel Flow

Average wall shear versus time

Currently we are focusing on more 
complex flows including a DNS of 500 
bubbles of different sizes in turbulent 
channel flow with Re+=500, computed on a 
1024 × 768 × 512 grid using 2048 
processors on the Titan. Here it is 
necessary to account for both the different 
deformation of bubbles of different sizes 
and the turbulence quantities unresolved 
by the average model. The evolution of the 
bubble distribution and a few averaged 
quantities on the next slide.



Bubbles in Turbulent Channel Flow

Void fraction
Average velocity

Turbulent stress

T=0 T=34 T=64



   

 

High We

Low We

Flow With Massive Topology Changes

Surface Area vs. 
time for different We Flow rate vs. time 

for different We

At high void fraction 
bubble merging and 
breakup are unavoidable. 
We are starting to explore 
such flows, both from a 
computational and 
modeling standpoint. 

Using front tracking allows 
us to control the topology 
changes in ways not 
possible otherwise
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More Complex Flows
Overall, simulations of bubbly flows are under reasonably good control and it is 
currently possible to conduct simulations of several hundred bubbles in turbulent 
channel flows with a Reynolds number of several thousands. Although this is far 
short of operational conditions in a reactor core, the results should help develop 
models for both the average flow and for LES-like models. The current 
challenges are therefore:

Using current (and future) DNS results to help develop closure terms. For 
average equation models this should be relatively straight forward, but LES 
models are likely to be more complex. 

Extend the simulations and the modeling effort to high void fraction flows with 
topology changes. The key questions here are the details needed to capture 
coalescence accurately.

Extension of the numerical methodology, and eventually the modeling, to 
flows with more complex physics such as heat/mass transfer and phase 
change. Boiling has been examined under CASL funding and other 
extension are in progress. See next slide.
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M. Muradoglu and G. 
Tryggvason. Simulations of 
Soluble Surfactants in 3D 
Multiphase Flow. Journal of 
Computational Physics, 274 
(2014), 737-757.

S. Dabiri and G. Tryggvason. 
Heat transfer in turbulent 
bubbly flow in vertical 
channels. Chemical 
Engineering Science. 122 
(2015), 106-113.

Heat/Mass Transfer & Surfactants



Conclusions
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The presented results demonstrate a novel way of studying and understanding
multiphase bubbly flows.

While the experimental results will remain a corner stone approach used for
validation of various closure laws, the high fidelity DNS with interface and bubble
tracking is opening new possibilities for detailed studies of complex flows in reactor
geometries.

By correlating the bubble behavior with local conditions, this on‐going effort will
result in new generation of improvements in multiphase flow modeling.

DNS approach also allows for simulation scaling which can demonstrate the
differences in flow behavior between: (i) different pressure/temperature conditions;
(ii) various geometries; (iii) variable gravity conditions.

Cheaper computational resources will reduce the cost of high‐fidelity simulations and
will allow its application for design work as well. Experiments will always be
irreplaceable, but DNS experience can help design better experiments which can
provide much better impact.
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RTM 

Requirements Drivers 

Objectives and Strategies 
 Objective: Deliver next-generation, non-

proprietary, scalable radiation transport 
simulation tools to VERA, incorporating 
the latest VUQ technologies 
 Strategy: Develop and deploy 

deterministic and Monte Carlo 
methodologies for 3D pin-resolved 
transport with coupled multiphysics 

 Challenge problems require pin-
resolved 3D full-core transport with 
depletion and TH feedback 
 Accommodate tight coupling to 

subchannel, CFD, structural 
analysis, and fuel performance  
 Integrated within VERA and VERA-

CS and used with coupled physics 
modules or as standalone 
neutronics module 

Outcomes: 
 Development of validated deterministic 

and stochastic radiation transport 
modules for VERA  
 Enhance the state-of-the-art of 

neutronics 
Impact: 
 Provides radiation transport capability to 

address all CASL Challenge Problems 
 Contribute to other DOE/NNSA 

needs/missions 
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RTM Team 
• Oak Ridge National Laboratory 

– Reactor physics 
– Deterministic and Monte Carlo transport methods 
– Linear/nonlinear solvers 
– Multigroup and CE physics 
– Co-developers of MPACT 
– Developers of Shift/Insilico 

• University of Michigan 
– Reactor physics 
– Transient and multiphysics coupling  
– Deterministic and Monte Carlo transport methods 
– Co-developers of MPACT 

• MIT 
– Monte Carlo transport methods 
– Doppler-broadening of CE data 

• North Carolina State 
– Linear/nonlinear solvers 
– Multiphysics coupling 
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Overview of RTM Activities 
• Pin-resolved transport 

– MPACT development 
– Improved 2D/1D 

methodology 
– 2D/3D method 
– Transient methodology 

• Monte Carlo & Hybrid 
– Shift development 
– Functional Monte Carlo 
– Monte Carlo methods 

• Supporting methodologies 
– Cross sections/depletion 
– Advanced coupling 

methodologies 
– Extended ESSM  
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Key Milestones in FY15 
• L1:CASL.P9.04 (DOE Reportable) – Implementation of Operational 

Reactor Depletion Analysis Capability with TH Feedback – 09/30/14. 
Completed. 

• L3:RTM.PRT.P9.04 – Analysis of VERA benchmark problem #10 
with MPACT – 11/21/14. Completed. 

• L3:RTM.SUP.P10.02 – Subgroup + ESSM + depletion: Expanded 
capabilities for cross section processing in VERA – 03/01/15. 
Completed.  

• L3:RTM.MCH.P11.01 – Initialize Shift with isotopic output from 
MPACT – 04/15/15. Completed. 

• L3 RTM.P10.03 – MPACT Validation and Verification: Status and 
Plans – 04/30/15. Completed. 

• L2:RTM.P10.01 (DOE Reportable) – Demonstrate a BWR subregion 
neutronics capability using a planar pin-resolved MOC methodology 
– 07/31/15. On schedule. 
Brief summaries of these efforts follow 
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L1:CASL.P9.04 – Operational Reactor Depletion 
Analysis Capability with TH Feedback 

• Essentially VERA benchmark problem 9. 
(Watts Bar Unit 1 Cycle 1) 

• Improvements needed/used to complete milestone 
– Switch to direct coupling between MPACT and COBRA-TF 
– New 47-group library with NLC transport correction 
– ORIGEN integration 
– Detector response model 
– Control rod movement and simplified rod cusping model 
– B-10 depletion in coolant 
– (S)P3 axial model 
– Checkpoint file 

• Coupled MPACT/CTF performance improvements with Watts Bar 1 
– April 2014: 12.25 hours wall time on 2784 cores (34,104 core-hr) 
– June 2015: 27 minutes wall time on 4234 cores (1912 core-hr) 
– 17x speedup in one year 
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L3:RTM.PRT.P9.04 – Analysis of VERA problem 
#10 with MPACT – 11/21/14 [1] 

• Implementation of an “isotopic restart file”. 
– Added capability to perform restarts 
– Added capability to shuffle fuel. 
– Added capability to “unfold” simulation from ¼ core to full core 

• Implementation of automatic shutdown decay 

Additional development to allow analysis of #10 

• 19 Statepoints 
• Decomposed 4234 cores 
• Modified hgap and dhfrac to return expected  fuel temperature BOC 

HFP condition 
• Operational History included ramp-up, coast-down, and assumed 

rest of operation was constant power 
• 4 jobs/restarts needed to finish cycle 

Run-time parameters 
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L3:RTM.PRT.P9.04 – Analysis of VERA problem 
#10 with MPACT – 11/21/14 [2] 
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L3:RTM.SUP.P10.02 – Subgroup + ESSM + 
depletion: cross section processing in VERA.  

• Completed 
– Release of the MPACT 47-group libraries 
– Release of the MPACT 8-group library  
– Generation of transient data   
– Generation of 238U epithermal upscattering resonance 

data 
– Resolution of temperature bias issue  
– Finalization of transport corrected cross sections   
– Improvement of subgroup data 
– Development of the simplified burnup libraries    

• Underway 
– Improvement of the AMPX code package & library 
– Applicability/Improvement of the 47-g library for BWR 
– V&V for MPACT depletion 
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L3 RTM.P10.03 – MPACT Validation and 
Verification: Status and Plans  – 4/30/15 [1] 

 Source code verification 
 Unit testing – 131 unit tests (~ 80% coverage) 
 Regression testing – 159 regression tests (~ 80% coverage) 

 Solution verification 
 Mesh convergence – have determined errors as a function 

of spatial discretization (flat source region size), polar angle 
quadrature, # of azimuthal angles, and ray spacing. 
 Method of manufactured solutions (MMS) – initiated this 

recently by studying phase space MMS with a simple Sn 
equation.  
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L3 RTM.P10.03 – MPACT Validation and 
Verification: Status and Plans  – 4/30/15 [2] 

Operating 
power plants 

Critical 
experiments 

Fuel rod 
PIEs 

CE Monte 
Carlo 

MPACT 
Validation 

 Based on VERA-CS validation plan: CASL-U-
2014-0185-000 [Godfrey, 2014]. 
 Validation with critical experiments 
 B&W criticals 
 SPERT tests 

 Validation with operating reactors 
 Watts Bar 
 BEAVRS 
 KRSKO 

 Validation 
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L3:RTM.MCH.P11.01 – Initialize Shift with 
isotopic output from MPACT – 04/15/15 

 Provide a mechanism to execute Shift MC 
neutronics at reactor state points generated by 
MPACT. The tasks include: 
 Read the CASL-defined HDF5 otuput and MPACT 

isotopics files and initialize Shift model 
 Load temperature-broadened 

CE XS data into Shift (S. 
Hart, “Automated Doppler 
Broadening of Cross Sections 
for Neutron Transport 
Applications”, Ph.D. Thesis, 
UT Knoxville, 2014) 

 Status:  completed; requires more testing 
 



13 4rd Annual DOE Review of CASL, Oak Ridge National Laboratory, Aug 12-14, 2014 

L2:RTM.P10.01 (DOE Reportable) – BWR 
subregion neutronics capability – 07/31/15 [1] 

 Goal: Demonstrate a BWR subregion neutronics capability 
using a planar pin-resolved MOC methodology 
  Some existing capability inherent to existing mesh 

implementation – but not with VERA input.  
 Analyzed JAERI LWR Fuels Benchmark (BWR-MOX) with 

reasonable results  
 

JAERI BWR-MOX                          MPACT Model 
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L2:RTM.P10.01 (DOE Reportable) – BWR 
subregion neutronics capability – 07/31/15 [2] 

MPACT models of GE-12 using standard input 

GE-12                    Vanished rods                         Large circular 
guide tubes 

 Critical Path Items 
 Finish implementation of general pin mesh capability 
 Add BWR control blade mesh capability 
 Analysis of Peach Bottom lattices with KENO reference 

 Status – on schedule 
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Discovery and Innovation [1] 
RTM PhD students graduating in FY15 
 Bryan Herman, “Monte Carlo and 

Thermal-Hydraulic Coupling using Low-
Order Nonlinear Diffusion Acceleration,” 
September 2014. Co-advisors – Ben 
Forget and Kord Smith. 

 Yuxuan Liu, “Improved Deterministic 
Resonance Self-shielding Method for 
Distributed Self-shielding Effect and 
Resonance Interference,” defended 
November 2014. Advisor – Bill Martin. 

 Shane G. Stimpson, “An Azimuthal, 
Fourier Moment-Based Axial SN Solver 
for the 2D/1D Scheme,” defended 
December 2014. Co-advisors – Tom 
Downar and Ben Collins. 

 Blake W. Kelley, “An Investigation of 
2D/1D Approximations to the 3D 
Boltzmann Transport Equation,” 
defended April 2015. Co-advisors – Ed 
Larsen and Tom Downar. 
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Discovery and Innovation [2] 
 Current RTM doctoral students 
 Austin Ellis (NCSU – Tim Kelley) 
 Andrew Gerlach (UM - John Lee) 
 Aaron Graham (UM – Tom Downar) 
 Michael Jarrett (UM – Tom Downar) 
 Colin Josey (MIT – Ben Forget/Kord Smith) 
 Kendra Keady (UM – Ed Larsen) 
 Joel Kulesza (UM – Ed Larsen) 
 Jilang Miao (MIT – Ben Forget/Kord Smith) 
 Alex Toth (NCSU – Tim Kelley) 
 Jipu Wang (UM – Bill Martin) 
 Mitch Young (UM – Bill Martin) 
 Ang Zhu (UM – Tom Downar) 

 Publications by RTM researchers 
 7 manuscripts submitted to Journal of Computational Physics by RTM scientists 

on CASL work 
 ~ 20 peer-reviewed papers presented at Nashville M&C by RTM scientists on 

CASL work 
 

 



17 4rd Annual DOE Review of CASL, Oak Ridge National Laboratory, Aug 12-14, 2014 17 CASL Symposium, Asheville, NC, July 7-9, 2015  

Phase 2 L2 Milestone Plan (proposed) 
• FY16 L2 Milestones 

– Transient neutronics with feedback: Implementation of transient 
capability with internal TH feedback in MPACT for PWR. 

– Implementation and validation of photon transport in Shift and MPACT. 
• FY17 L2 Milestones 

– Pin-resolved deterministic neutronics for BWR subregions: Validation of 
deterministic methods in VERA-CS applied to BWR subregion analysis. 

– Develop efficient depletion methodology for BWRs including 
Gadolinium absorbers. 

• FY18 L2 Milestones 
– Optimization  and  integration  of  state-of-the-art  nuclear  data  for  

multi-group  and continuous-energy.  
– Deploy in line, fully consistent time-dependent neutronics for VERA-CS 

suitable for PWRs and BWRs.  
• FY19 L2 Milestones 

– Provide completed documentation for methods, users, and developers 
for all VERA-CS neutronics packages and methods.  

– Implementation of hybrid, fixed-source Monte Carlo methods for ex-
core physics. 
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Highlight of Planned Phase 2 Work [1] 
• MPACT performance – there are still a number of development 

items that can be explored to improve MPACT performance. PHI and 
RTM are teaming up for an L2 in FY16 that is dedicated to improving 
the efficiency of MPACT. PHI is the lead FA and both PHI and RTM 
will have L3’s that focus on specific improvements that can be made 
to MPACT. 

• MPACT V&V – the L3 that was delivered this spring on MPACT V&V 
developed the plan for carrying out this work. While MPACT had 
already made progress in several of the V&V areas, there remains a 
lot of work, especially in validation against critical experiments and 
with measured plant data. This will be a focus in FY16.  

• MPACT transient capability – the transient capability that was 
incorporated into MPACT does not have feedback. This will be a 
major effort during the coming year. 
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Highlight of Planned Phase 2 Work [2] 

• Shift development – a method for OTF Doppler broadening will 
be added to Shift to enable it to analyze HFP Watts Bar and 
other cases, including BEAVRS. Combined with its capability to 
initiate a run with MPACT input, this will allow a benchmark 
calculation of a core at an arbitrary time in a later cycle. 

• Cross section improvement – there is a laundry list of 
improvements that will improve the accuracy and efficiency of 
MPACT. This incudes the resonance models as well as base 
cross section sets and the determination of satisfactory transport-
corrected cross sections.  
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Phase 2 Risks 
• Research has inherent risk. If it didn’t – it wouldn’t be research.  
• Examples of risk that might impact RTM research projects include: 

– Insufficient computer resources to carry out required 
calculations. This is considered to be a moderate probability risk 
with a moderate consequence. Where this may arise is the 
completion of milestones that require prodigious computer 
resources.   

– Inability to get sufficient attention from the most 
knowledgeable scientists to work on the projects. This is a low 
probability risk with a moderate consequence. With the 
resources of ORNL and university partners, this is considered to 
be unlikely. 

– The difficulty of the project is far harder than estimated, 
leading to either more funds or more human resources, or 
both, to tackle the problem. An example of this would be the 
application of MPACT to BWR configurations. This is considered 
to be a medium probability risk with a high consequence.  
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Summary 
• RTM has delivered radiation transport tools that have enabled 

unprecedented simulations of neutronic configurations that have 
never been analyzed with deterministic transport tools available to 
the industry. Examples include AP1000 full-core with Shift ( 1 trillion 
histories!) and full-core Watts Bar over 12 cycles with MPACT/CTF. 

• The MPACT code is rapidly maturing as an accurate and reliable 
radiation transport tool. However, substantial effort is still required 
to carry out V&V, improve performance, develop a transient 
capability, and allow it to be used to analyze BWR configurations.  

• The Shift code has a key role as a benchmark tool and to allow the 
analysis of arbitrary state points. This capability will be even more 
important once temperature feedback is included.  

• The RTM radiation transport tools are only as good as the cross 
sections that form the foundation of any neutronic analysis. It is 
important to continue to improve the cross section libraries 
including the resonance models.  
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Backup slides 
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Monte Carlo Neutronics - Shift 
• Integrated Shift into Insilico so that it 

automatically runs through VERA 
– Common I/O 

• Integrated and optimized SCALE CE 
physics 

• Implemented a O(1) tally system in 
arbitrary number of bins 

• Integrated and testing depletion 
• Fully operational in multiple parallel modes 

– Domain replication 
– Domain decomposition w/overlap 
– Multiple sets 
– Nearest-neighbor, scalable fission bank 

communication 
• FW-CADIS and hybrid infrastructure in 

place 
• Benchmarking validation against B&W 

1484 and 1810 experiments and Watts Bar 
startup data 
 

Shift simulation of WEC AP1000 
core 

Shift is available to provide 
benchmarking/validation for core-simulator 

neutronics 
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Source Code Verification I:  Unit Testing 

Metric M_libs M_Drivers Total 

Unit Tests 123 4 127 

Regression Tests 0 159 159 

Coverage 80.17% 67.24% 79.69% 

Lines of Code 91,006 3,446 94,452 

  
Automated Testing 

Continuous1 Yes Yes 

Nightly2 Yes Yes 

Portability3 Yes Yes 

Verification4 Yes Yes 

Validation5 No Yes 

Memory6 Yes Yes 

Coverage7 Yes Yes 

1 - Test Server checks for changes every 10 
minutes and tests two configurations 
 
2 - Tests many more regression tests, 
performed by CASL and UM test machines 
 
3 - Test GCC 4.6.1, 4.7.2, 4.8.1, Intel 12.1.5 
with and without MPI & other TPLs 
 
4 - Unit tests for solver kernels test against 
analytic solutions. Some regression tests      
compare against analytic solutions. 
 
5 - Depletion solver is compared to 
experimental results. 
 
6 - This means analyzing program with 
Valgrind 
 
7 - This means running "gcov" on all tests. 
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Source Code Verification II : Regression Testing 
• Unit tests were designed in MPACT to exercise individual functions or 

subroutines 
• Regression tests are more comprehensive and are designed to provide 

functional tests which exercise significant sections of the program with 
various inputs.  

                                                                                 k=1.17933 
• Examples 
 Geometry 
 Transport Solvers 
 Other Solvers 

• Depletion 
• Xe/Sm 

 Parallel 
• MPI 
• Threading 
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• The acceptance criteria for regression test 
problems in MPACT is currently set to be 
±10 pcm for k-effective and a 0.5% 
maximum change in pin powers and ±1 ppm 
for the boron concentration.  
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Solution Verification I: 
Mesh Convergence Analysis  

 The MOC solver is a nonstandard discretization method 
and the solution sensitivity to the various discretization 
parameters is not yet well understood.  

 VERA pin and assembly benchmark problems 
 
 
 
 
 

 
 The MOC parameters varied included the flat source 

region (FSR) mesh (the number of radial and azimuthal 
discretization), the order of the quadrature set (polar), the 
number of azimuthal angles, and the ray spacing 
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Method of Manufactured Solutions:  
 Example (J. Wang / B. Martin / B. Collins) 

 
• A mono-energetic fixed source problem in a 

homogenous one dimensional slab: 
 
 
 
 
 
 

• Manufactured Solution 
 

• Manufactured Source 
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MPACT Speedup*  

*Shane Stimpson presentation at RTM/PHI Planning Meeting 
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MPACT: Development, 
Implementation, and Applications 

CASL Symposium: Celebrating the Past, Visualizing the Future 
July 7-9, 2015, Asheville, NC 

Presentation by: 
Dr. Brendan Kochunas and Dr. Benjamin Collins 
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Overview 
• What is MPACT? 

 
• Where did it come from? 

 
• Methods Summary 

– Cross Section Processing 
– Method of Characteristics Solution of the Transport Equation 
– Nuclide Depletion 
– Direct Whole Core Solutions of the 3-D Transport Equation 
– Supporting Methodologies 

 
• Conclusions 
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VERA 

What is MPACT? 
• Objectives of MPACT 

– Provide a robust, production level capability to CASL for obtaining pin-
resolved solution of the neutron flux in a Light Water Reactor (LWR) 

– Facilitate research and rapid prototyping in areas of computational nuclear 
reactor analysis: 
• transport methods, acceleration methods, reactor physics, and parallel 

algorithms 
 

• Within VERA: MPACT is a neutronics component of VERA-CS 

MPACT goes here  
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High-Fidelity Core Neutronics 
• What does a “high fidelity” core simulator need to do?[1] 

– Applications: 
• Isothermal applications, physics test comparisons, reactivity defect 

computations, cycle depletion analysis, measured power distribution 
analysis 

• Pseudo-steady-state safety analysis, Core loading optimization, transient 
safety analysis, training simulator application 
 

– Modeling capability: 
• “Gross geometric detail” (e.g. pin resolved, no homogenization, explicit 

treatment of geometry) 
• Multi-group O(100 groups) or continuous in energy 
• Explicit treatment of angle (e.g. transport, not diffusion) 
• Coupled physics for feedback at full power. 
 

• Additionally, accuracy requirements: should be at least as 
accurate as conventional analysis approach 

 

[1] - K.Smith and B. Forget, “Challenges in the Development of High-Fidelity LWR Core 
Neutronics,” M&C 2013, Sun Valley, ID, USA (2013). 
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Design of MPACT 

Iterative Development 
Process 

Architecture 

Modern Software Engineering Best Practices! 

Requirements 

Architecture 

High-Level 
Design 

Low-Level 
Design 

Construction 

Testing 
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Ray Tracing (2-D MOC)

Global 3-D CMFD 
Problem

Axial Leakage 
as Sourcez

Local 2-D MOC Problems

Different Composition 
and Temperature 

Cell Homogenized Cross Sections
& Radial Cell Coupling Coefficients

Cell Average Flux
& Axial Leakage

Embedded 
1-D NEM

Beginning of Phase I 
• MPACT did not exist at the outset of CASL, but grew out of the program. 
• Initially, CASL had to rely on existing codes & capabilities. 

– One of the most advanced high-fidelity LWR core simulators in existence circa 2010 was 
the DeCART code. 

– DeCART[2] was developed in the Republic of Korea at KAERI by Han-gyu Joo, 
Jin-young Cho, and Kang-Seog Kim. 

– Available to researchers in the U.S. as a part of I-NERI for development of the 
“Numerical Nuclear Reactor”[3] 

• DeCART was inspiration for the approach taken in MPACT 

“Necessity is the Mother of Invention” 

Conventional “Two-Step” Approach Direct Whole Core Simulation (2-D/1-D) 

[2] - H.G. Joo, et. al, “Methods and Performance of a Three-Dimensional Whole-Core Transport Code DeCART,” 
PHYSOR 2004, Chicago, IL, USA (2004). 
[3] – D.P. Weber, et. al, “High-Fidelity Light Water Reactor Analysis with the Numerical Nuclear Reactor”, 
Nucl. Sci. Eng., 155, pp. 395-408, (2007) 

“We stand on the shoulders of giants” 
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• 4/2011 – Development begins in context of PhD Dissertation 
– Developed infrastructure, reactor modeling, basic input processor, parallel 

algorithms, ray tracing, MOC 
 

• 10/2011 – Second developer joins to work on his PhD 
 

• 1/2012 – Project grows as new developers begin contributing 
 

• 9/2012 – Code is finally named “MPACT” 
– Over next 2 years numerous components added and refined: 2-D/1-D, CMFD, 

Depletion, VERA input processing, Cross section processing, T/H feedback. 
– As capability grows, importance of code grows within CASL  

 
• 2/2014 – CASL decides to make MPACT primary pin-resolved 

neutronics tool 
– MPACT becomes co-developed by ORNL and UM. 

 
• 2/2015 – CASL renewed for another 5 years 

Timeline of MPACT in Phase I 
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VERA Benchmark Progression Problems 

• #1  2D HZP Pin Cell 

• #2  2D HZP Lattice 

• #3  3D HZP Assembly 

• #4  HZP 3x3 Assembly CRD Worth 

• #5  Physical Reactor Zero Power Physics Tests (ZPPT) 

• #6  HFP BOL Assembly 

• #7  HFP BOC Physical Reactor w/ Xenon  

• #8 Physical Reactor Startup Flux Maps 

• #9 Physical Reactor Depletion 

• #10  Physical Reactor Refueling 
*Bold indicates availability of measured reactor data 

Hot-Zero-Power 
isothermal calcs 
w/o T/H feedback 
 
CE MC references 

At operating  
conditions with  
T/H feedback 
 
No reference 
solutions but some 
plant data 

6/2015 

9/2014 

7/2014 

4/2014 

11/2013 

06/2013 

05/2013 

12/2012 

6/2012 

10/2013 

Date 
Completed 

Benchmark Problem Description 
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Cross Section Processing 
• How do we compute the coefficients to the transport 

equation?!? 
 
 

• Macroscopic Cross Section 
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Resonance Self-Shielding 
Calculation 

• Resonance Self-Shielding Physics 
 

 
 
 
 

• Goal: account for all these physical effects in a direct way. 
– Explicit treatment of dependent parameters for each model. 
– Subgroup and Embedded Self-Shielding Method 

, ,x res gσ

Whole Core Composition 
and Temperatures Local Self-Shielded Cross Section Discretized value 

Resonance Interference Energy Self-Shielding[4] Spatial Self-Shielding[4] 

[4] – D. Knott and A. Yamamoto, “Lattice Physics Computations,” Chapter 9, Handbook of 
Nuclear Engineering, Springer (2010). 
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Method of Characteristics Solution 
of the Transport Equation 

• Easier to solve ordinary differential equations than partial 
differential equations. 

 
 
 
 

• Discretization of continuous equation includes following 
approximations: 
– multi-group (energy) 
– discrete ordinates (angle) 
– constant properties (space) 
– spatially flat source (space) 
– isotropic scattering 
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MOC Discretization 

Core Ray Assembly  Ray 

Cell Ray Ray Segments 

“Modular” Ray Tracing Reactor Geometry Ray Traced Hierarchically 

Illustration of Spatial Discretization 

Cylindrical Geometry Cartesian Geometry 

Illustration of Angular 
Discretization 

Uniform Ray Spacing 
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Highly Parallel Implementation 

Angular decomposition 

Spatial 
decomposition 

angle 1 angle 2 

Thread 1 
Thread 2 

Ray Decomposition 

Efficient to O(104) Processors! 
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Nuclide Depletion 
• Governing equation for nuclide transmutation 

 
 

• Solution to system of equations given by 
matrix exponential 

 
 

• ORIGEN integrated into MPACT 
– ORIGEN evaluates the solution to the  

transmutation equation for every region 
in the core. 

– Evaluation time per region is 30 ms 
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1,000s of nuclides! 

Depletion region with 
independent compositions 
(typically 3 per fuel pin) 

[5] – W. Wieselquist, “The SCALE 6.2 ORIGEN API for High Performance Depletion,” 
M&C 2015, Nashville, TN, USA (2013). 

Nuclide Decay Chain[5] 
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Depletion Algorithm 
• Depletion requires a time-stepping 

algorithm. 
– Time scale of depletion is 

O(days) – O(months) 
– Time scale of neutrons and T/H feedback 

O(seconds) 
 

• Therefore depletion is solved as a series of 
steady-state problems (quasi-static). 

 
• When time marching predictor-

corrector and substepping techniques 
are used to optimize accuracy with run 
time. 
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Depletion of 2-D Core 

235U 239Pu 

2.0e-7 4.0e-8 #/b-cm 

0.0 

BOC 

EOC 
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Overview 
• What is MPACT? 

 
• Where did it come from? 

 
• Methods Summary 

– Cross Section Processing 
– Method of Characteristics Solution of the Transport Equation 
– Nuclide Depletion 
– Direct Whole Core Solutions of the 3-D Transport Equation 
– Supporting Methodologies 

 
• Conclusions 
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Typical Reactor Geometry 

Side View Top View (1/4 Core) 
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Planar Synthesis Full Core 
Transport Methodology 
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Planar Synthesis Methods 
• Take advantage of conventional reactor design 

– Heterogeneous in radial direction 
– Fairly homogeneous in the axial direction 

• Radial direction is solved with 2D MOC calculation 
– Able to capture geometric heterogeneities 
– Subpin level flux, power, temperature, isotopic inventory 

• Axial direction 
– Pin homogenized axial solution 
– OR Pin resolved axial solution 

• Radial and axial equations coupled through transverse leakage 
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MPACT 3D Solver Hierarchy 
• 2D/1D Methods 

– Nodal Diffusion – Joo/JY Cho  (2002) 
– Nodal SPN – JY Cho/Kim (2007) 
– Discrete Ordinates 

• 1D SN – Hursin/Collins (2012) 
• 1D SN with Azimuthal Moments – 

Stimpson/Collins (2014) 
• 3D SN – NZ Cho (2005) 

• 2D/3D – Young/Collins (2013) 

• 2D/1D Methods without Pin 
Homogenization – Lafleche/Fevotte (2013) 

• 3D MOC – Kochunas (2013) 
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2D/1D Stability 
• Original 2D/1D methods were unstable when planes became 

thin 
• Kelley and Larsen prescribed under-relaxation based on 

Fourier analysis 
• Yields robust solver that converges for fine mesh cases 
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Direct Whole Core Solution 
 Beginning of Cycle Middle of Cycle End of Cycle Power Exposure 

235U 

239Pu 

241Pu 
Along with 500 
other isotopes 
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VERA Benchmark Progression 
Problems 

Problem MPACT 
keff 

Δkeff 
(pcm) 

1A 1.18626 -78 
1B 1.18196 -19 
1C 1.17163 -9 
1D 1.16245 -16 
1E‡ 0.77026 -143 

Case k-eff (pcm) RMS (%) Max (%) 

2A -104 0.12 0.22 
2B  -38 0.09 0.20 
2C  -12 0.09 0.18 
2D  -34 0.08 0.17 
2E    8 0.06 0.15 
2F   66 0.11 0.24 
2G  346 0.24 0.57 
2H  397 0.26 0.65 
2I  -78 0.09 0.21 
2J   74 0.10 0.22 
2K   68 0.11 0.26 
2L -124 0.14 0.29 
2M -148 0.15 0.31 
2N  -90 0.14 0.29 
2O   42 0.14 0.30 
2P   29 0.19 0.48 
2Q  -44 0.10 0.23 
Average 100 0.13 0.29 

Eigenvalue: 1.17495 (-77 pcm) 
Power RMS: 0.15%  
Power Max: 0.40% 

Eigenvalue: -121 pcm 
RMS: 0.48% 
Max:  2.81% 
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B&W 1484 Benchmarks 
• B&W 1484 critical experiments modelled with 

MPACT in 2D using input axial buckling 
• Core 1 - small circular core without soluble 

boron 
• Core 2 – larger square core with soluble 

boron 
 

Core 1 Core 2 Difference 
Transport Corrected 0.99838 0.99597 241 
P2 Scattering 0.99993 0.99761 232 

Deviation from Critical 
Transport Corrected 162 403 
P2 Scattering 7 239 

Core 1 

Core 2 
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B&W 1810 Benchmarks 
• B&W 1810 critical experiments 

are also run with MPACT 
• Fission rate measurements for 

4 configurations 
• 20 different configurations 

– Two enrichments 
– Gad pins 
– AIC/B4C pins 

Core 
Short 

Description 

TCP0 P2 

Eig. 
Diff. 

(pcm) Eig. 
Diff. 

(pcm) 
1 0 Gd 0.99809 -191 0.99981 -19 
2 0 Gd, AIC Rods 0.99757 -243 0.99915 -85 
3 20 Gd 0.99778 -222 0.99933 -67 
4 20 Gd, AIC Rods 0.99840 -160 0.99990 -10 
5 28 Gd 0.99749 -251 0.99899 -101 

5A 32 Gd 0.99739 -261 0.99888 -112 
5B 28 Gd 0.99755 -245 0.99905 -95 
6 28 Gd, AIC Rods 0.99770 -230 0.99918 -82 

6A 32 Gd, AIC Rods 0.99765 -235 0.99912 -88 
7 28 Gd (annular) 0.99749 -251 0.99899 -101 
8 36 Gd 0.99762 -238 0.99910 -90 
9 36 Gd, AIC Rods 0.99752 -248 0.99900 -100 

10 36 Gd, Void Rods 0.99743 -257 0.99889 -111 
12 0 Gd 0.99886 -114 1.00092 92 
13 0 Gd, B4C Rods 0.99901 -99 1.00056 56 
14 28 Gd 0.99854 -146 1.00024 24 
15 28 Gd, B4C Rods 0.99887 -113 1.00030 30 
16 36 Gd 0.99851 -149 1.00015 15 
17 36 Gd, B4C Rods 0.99848 -152 0.99990 -10 

Cores      
1-10 

2.46% Enriched 
Throughout 

STDDEV 29 STDDEV 32 
RMS 235 RMS 87 
MAX 261 MAX 112 

Cores     
12-17 

4.02% Enriched 
Inner Core, 

2.46% Outer 

STDDEV 23 STDDEV 35 
RMS 131 RMS 47 
MAX 152 MAX 92 

Total 
  STDDEV 56 STDDEV 64 
  RMS 208 RMS 77 
  MAX 261 MAX 112 
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B&W 1810 Benchmarks 

-0.23 0.66
0.14 0.10
0.80 -0.74 -0.34 0.14
0.08 0.29 -0.35 -0.26
1.31 -0.47 0.43 -1.17 0.35
1.01 0.42 -0.43 0.63 -0.09 -0.27 -0.12
1.15 0.05 -0.17 -0.04 -0.28 -0.25 -0.08 -0.03

RMS
MAX 1.31%

0.53%

0.08 0.28
-0.48 -0.42
0.43 0.63 0.36 1.08
0.61 0.62 -0.31 0.01
-0.82 -0.99 -0.20 -0.25 -0.27
-0.16 -1.32 0.42 0.33 0.05 0.44 -0.03
-0.26 0.23 0.21 0.11 0.05 -0.02 -0.18 -0.02

RMS
MAX 1.32%

0.48%

Gd Pins 

-0.90 -0.44
-0.32 -1.16
-0.34 -0.25 0.79 -0.32
-0.02 -0.45 0.66 0.91
-0.61 -1.35 2.11 -0.05 -0.31
0.58 -1.61 0.72 1.12 -0.35 -0.39 -0.48
-0.10 0.41 0.08 0.96 -0.21 0.34 -0.80 0.07

RMS
MAX 2.11%

0.76%

0.08 0.18
-0.32 -0.82
0.58 0.13 1.40 0.72
-2.00 -0.08 0.30 0.15
-0.75 -0.13 0.66 -0.35 1.10
-0.47 -0.45 1.32 0.21 0.21 0.87 -0.33
-0.48 -0.47 -1.44 0.51 0.00 -0.72 -0.01 -1.03

RMS
MAX

0.74%
2.00%

Gd Pins 

Core 12 Core 5b 

Core 1 Core 5 
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Detector Modelling 
• Fission Chamber Model 

 
 
 
 
 
 

• Measure fission reaction rate as detector is pulled through the 
core 

• Not explicitly modelled but response obtained locally after each 
state-point solve 
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Flux Map Comparison 
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Shuffling Capability 
• Implementation of an “isotopic 

restart file”. 
– Added capability to perform restarts 
– Added capability to “unfold” simulation 

from 1/4 core to full core 
• Implementation of shuffling 

capability 
 

 
 
 
 

 
• Implementation of automatic 

shutdown decay 

NP M L K J H FG ER D C B A

3
2

4
5
6
7
8

10
9

11

1

12
13
14
15

NP M L K J H FG ER D C B A

3
2

4
5
6
7
8

10
9

11

1

12
13
14
15

EOC 1 Pin-wise Exposure 

BOC 2 Pin-wise exposure 
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Conclusions 
• MPACT provides the methodology for high fidelity core 

simulator capability 
– Pin resolved geometric detail 
– Multigroup transport solution 
– Pin resolved depletion capability 

• A range of solution methods in MPACT allow user to balance 
run time and accuracy 
– 2D/1D with SPN for production calculations 
– 2D/1D with Moment based SN for resolved transport solution 
– 3D MOC for reference solution 

• MPACT has matured considerably but still much work to be 
done… 
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Continuing Work 
• Capability 

– Completion of BEAVRS Benchmark 
– CRUD/CIPS analysis 
– BWR Geometry 
– AP1000® Depletion 

• Accuracy Improvements 
– Library verification for depleted fuel 
– Burnup dependent fuel temperatures 
– Comparisons with SHIFT for depleted fuel 

• Code performance improvements 
– Improve resonance shielding algorithms 
– Improve MOC speed 
– Improve 3D CMFD speed 
– Improve coupling algorithm 
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Backup 
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Pin Homogenized Planar 
Synthesis Methods 

 
 
 
 

• 2D Radial equation solved with MOC 
– Axial streaming is moved into the source 
– Integrated over plane height 
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Pin Homogenized Planar 
Synthesis Methods 

 
 
 
 
 
 

• 1D Axial equation solved over homogenized pin cell 
– Radial streaming is moved to source 
 

Cell-wise Homogenization 
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φ
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2D/1D with SPN 
• Simplified PN methods allow higher order angular treatment 

 
 

• SP3 Equations 
 
 
 

• Diffusion like equations can use same nodal methods for 
coarser axial mesh 
 

( ) ( ) ( ) ( ) ( )1 1 , ,0
1
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Ψ
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2D/1D with SN 
• Discrete ordinates methods allow variable accuracy by 

increasing quadrature set 
• Consistent with 2D MOC equations 
• Azimuthal treatment can be: 

 
– Explicit 

 
 

– Averaged 
 
 

– Moment based 
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, ,t m mq

z
ϕ α µ

µ ϕ α µ α µ
∂

+Σ =
∂

( ) ( ) ( )
2

0

,1 , ,
2 t m mq d

z
π ϕ α µ
µ ϕ α µ α µ α

π
∂ 

+ Σ = ∂ 
∫

( )
( )

( ) ( ) ( )
2

0

sin ,1 , ,
cos2 t m m

n
q d

n z
π α ϕ α µ

µ ϕ α µ α µ α
απ

∂ 
+ Σ = ∂ 

∫



39 39 39 

Coupled Runtime 
Improvements 

• Milestone L2.AMA.P7.02 (Dec 2013) 
– Insilico/CTF – 56/8 energy groups 
– 18,769 cores, 17.5 hours wall time 

• Milestone L3:RTM.PRT.P7.05 (Apr 2014) 
– MPACT/CTF – 56 energy groups, P2 Scattering 
– 2,784 cores, 12.25 hours wall time 

• Milestone L3:RTM.PRT.P9.02 (Aug 2014) 
– MPACT/CTF – 56 energy groups, Transport Correction 
– 2,784 cores, 3.75 hours wall time 

• Direct Coupling (March 2015) 
– MPACT/CTF – 47 energy groups, Transport Correction 
– 4,234 cores, 36 minutes wall time 

• Current (June 2015) 
– MPACT/CTF – 47 energy groups, Transport Correction 
– 4,234 cores, 27 minutes wall time 

 

328,457 CPU-hr 

34,104 CPU-hr 

10,440 CPU-hr 

2,540 CPU-hr 

1,912 CPU-hr 
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Pin Powers 
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Pin Exposures 
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Pin Isotopics 
 

Beginning of 
Cycle 

End of Cycle 

235U 239Pu 
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VERA Benchmark 
Progression Problem 2 

Case k-eff 
(pcm) 

RMS 
(%) 

Max 
(%) 

2A -104 0.12 0.22 
2B  -38 0.09 0.20 
2C  -12 0.09 0.18 
2D  -34 0.08 0.17 
2E    8 0.06 0.15 
2F   66 0.11 0.24 
2G  346 0.24 0.57 
2H  397 0.26 0.65 
2I  -78 0.09 0.21 
2J   74 0.10 0.22 
2K   68 0.11 0.26 
2L -124 0.14 0.29 
2M -148 0.15 0.31 
2N  -90 0.14 0.29 
2O   42 0.14 0.30 
2P   29 0.19 0.48 
2Q  -44 0.10 0.23 
Average 100 0.13 0.29 

Problem 2E 

Problem 2N 

Problem 2E 

Problem 2A 
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Watts Bar – Zero Power 
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Bank D % Withdrawn

Measured

KENO-VI

MPACT

KENO-VI† MPACT 
Initial -67 -144 
ARO -25 -98 

D -149 -234 
C -153 -255 
B -121 -228 
A -177 -275 

SD -160 -267 
SC -159 -262 
SB -125 -222 
SA -155 -267 

Average -129 -225 

Criticality (pcm) 

Bank Measured 
(pcm) KENO-VI MPACT 

D 1342 3.3 ± 0.1% 3.6% 
C 951 3.5 ± 0.1% 4.2% 
B 879 -0.5 ± 0.2% 1.2% 
A 843 6.4 ± 0.2% 5.7% 

SD 480 4.0 ± 0.4% 3.8% 
SC 480 3.9 ± 0.4% 2.9% 
SB 1056 1.0 ± 0.2% 1.4% 
SA 435 2.6 ± 0.4% 3.9% 

Total 6467 2.9 ± 0.1% 3.3% 

Bank Worths 

†σ <= 1 pcm 

Measured KENO-VI MPACT 
Differential Boron Worth 

(pcm/ppm) -10.77 0.56 ± 0.02  0.61 

Isothermal Temperature 
Coefficient (pcm/F) -2.17 -1.01 ± 0.04% -1.55 

Reactivity Coefficients 

Bank D Integral Worth 

Initial Criticality 
Radial Core  

Fission Distribution                    
RMS=0.36% 

-0.48%

-0.10% -0.39%

-0.37% -0.05% -0.39%

-0.03% -0.35% -0.03% -0.40%

-0.35% 0.06% -0.27% -0.02% -0.50%

0.28% -0.06% 0.19% -0.23% -0.04% -0.18%

0.23% 0.59% 0.09% 0.27% -0.15% -0.44%

0.62% 0.54% 0.44% 0.11%
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Outline 

• Challenge Problem Integrators 
 

• CPI Status 
– CRUD  Jeff Secker 
– DNB  Yixing Sung 
– GTRF  Brian Wirth  (Presented in FMC) 
– PCI   Brian Wirth (Acting)  (Presented in FMC) 
– RIA & LOCA  Gregg Swindlehurst 
– VALIDATION  Nam Dinh  (Presented Later) 

 
• Summary 
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Challenge Problem Integrators 

• Product Integrators work across FAs to assure challenge problems are 
addressed 
 

• Responsibilities include driving critical applications, products, & 
outcomes that cross FA boundaries 
 

• Each Product Integrator has prepared charter and implementation 
plans for Challenge Problem 
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CASL Challenge Problems 
Key operational & safety relevant reactor phenomena that limit performance 

CASL is committed to delivering 
simulation capabilities for 
 Advancing the understanding of key 

reactor phenomena 
 Improving performance in today’s 

commercial power reactors 
 Evaluating new fuel designs to further 

enhance safety margin 
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CASL VERA Tools 

VERA Tool 
Application to 
Challenge Problems 
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Course Corrections 
• Error in initial ANC/VIPRE/BOA coupling 

– Fixed, updated to latest version of BOA (3.1) also 

• Still exploring mass balance options 

Status of Related Milestones 
• L3.FMC.CRUD.P10.01, 12/31/2014  Distribution of 

MAMBA source code – Complete 2/24/15 
• L3:PHI.CTF.P10.02, 5/15/15, Incorporate MAMBA 

into CTF – Complete 
• L3:PHI.VCS.P11.01, 5/22/2015  Crud Coupling to 

MPACT – Complete 
• L2:PHI.P11.01,  7/31/2015  VERA-CS for PWR 

Analysis of reactor steady state operation 
including multi-cycle capability and CIPS modeling 
capability – On Track 

• L1:CASL.P11.03, 9/30/2015  Qualify Corewide 
PWR CIPS Capability w/ Corrosion Product 
Capability – On track 
 
 
 

CPI Status Report – CRUD Challenge Problem 
Difficulties 
• Overall progress slow 
• Have yet to complete CIPS analysis for an actual 

core (on track for this year) 
• L3.FMC.CRUD.P10.02, 3/31/2015  - Corrosion 

Product Mass Balance planned for 2015, but has 
not been implemented 

Successes 
• ANC/VIPRE/BOA coupling 
• MAMBA code developed 
• STAR/MAMBA applied to Seabrook 5x5 
• HYDRA/MAMBA applied to 3x3 rod array 
• COBRA/MAMBA applied to Seabrook 5x5 
• Updated COBRA/MAMBA applied to full Seabrook 

assembly 
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CRUD Risk Assessment 
• CIPS 

– VERA tools provide direct method for CIPS 
evaluation 
• Improved crud/chemistry model  
• Advanced chemical thermodynamics 
• Address current methods lack of ability to 

accurately treat assemblies with power gradients 
or Gad Burnable Absorbers 

• Fully coupled so all feedbacks treated 
consistently 

• CILC 
– Targets enhanced Pressurized Water Reactor 

(PWR) Level IV crud risk assessment tools 
• VERA tools and insights are being used to inform 

potential crud reducing strategies 

VERA will enhance crud risk assessment capability (Level III  IV) 
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Recent CIPS/CILC Simulation of  
Seabrook 1 Cycle 5 CRUD 
• Seabrook Cycle 5 

experienced both CIPS & 
CILC 

• Validation exercise 
performed using MAMBA for 
simulated crud deposition 
event using 5x5 rod bundle 

• Based on coupled CFD with 
CRUD 

Measured 

Calculated 

Planned for FY15 is crud predictions for 
an operating PWR based upon coupled 
neutronics + Thermal-hydraulics 
(subchannel) + CRUD model  

 Z 
(c

m
)

 

θ (deg)

 #

 (d) (d)

Measured Oxide+Crud Thickness for FA 
G63 G09 

Measured 

Calculated 
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FY16 Plan for CRUD 

• CIPS 
– Validate CIPS predictions for at least two additional plants 

• Refine mass balance model as needed 
• Refine MAMBA as needed 
• Refine MPACT crud B10 depletion model as needed 

– Develop VUQ approach for MPACT/COBRA/MAMBA 
• Begin VUQ 

• CILC 
– Define boundary conditions for CFD from CIPS (COBRA) models 
– Couple MAMBA with usable CFD tool (HYDRA or STAR-CCM+)  

• Can continue with HYDRA/MAMBA if HYDRA is capable of full assembly modeling 
• Investigating NEAMS/Argonne API for coupling STAR-CCM+ with MAMBA 

– Model Seabrook failed assemblies with CFD/MAMBA using COBRA 
boundary conditions 

– Couple fuel performance corrosion model with CFD/MAMBA 
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Course Corrections 
• Will discuss on VUQ objective and approach after 

high flow and low flow cases successfully run 
• May iterate between system transient statepoint 

and core response if needed 

Status of Related Milestones 
• Apply coupled VERA-CS code and CFD tool 

to PWR HZP SLB cases (VMA / PHI) 
– L3 on high flow case (with offsite power)  by 

06/30 
– L3 on low flow case (without offsite power) and 

case comparisons by 09/30 
• R&D on CFD two-phase flow CLS (THM, to 

be discussed separately) 

CPI Status Report – DNB Challenge Problem 
Difficulties 
• Previous issues addressed or resolved 

– Large computer resource required for VERA-CS run 
(14,000 cores on Titan for quarter core model) 

– Vessel and core inlet mesh generation using 
Hexpress for both Hydra-TH and STAR-CCM+  Issue 
on viscous layer expansion ratio control 

• CFD result oscillation (physical phenomenon or modeling 
issue being investigated) 

• VUQ method application  
Successes 
• VERA-CS high flow case successfully tested 

and run with strong support from PHI on 
Titan 

• VERA-CS being installed on INL for 
additional sensitivity study 

• Initial CFD core inlet boundary conditions 
using Hexpress meshing and STAR-CCM+ 

• Hydra-TH rod bundle mixing test cases 
being run and tested on INL machine 
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Yr1 Yr2 Yr3 Yr4 Yr5 

CASL Phase 1 DNB CP Deliverables 
Enhanced computational 

performance of 
VERA/COBRA-TF (CTF) 
subchannel code via 
improved solver with 

parallelization 

Developed Hydra-TH M-
CFD code utilizing fully-
implicit, parallel solver 
and closure 
relationships developed 
using experimental data 
and DNS 

Collected rod bundle DNB 
and mixing test data, 
provided reference solutions 
of industry T/H codes, applied 
CTF to predict thermal-
hydraulic behaviors and rod 
responses during RIA 
transient 

Developed initial Hydra-TH 
modeling of subchannel 
turbulent mixing in rod bundles 
with grid spacers, compared 
CTF predictions with rod 
bundle test data, and 
developed CTF subchannel 
models of fuel assembly and 
reactor core  

Complete CTF full core 
modeling and simulation of 

DNB limiting events, Hydra-TH 
simulation of rod bundle mixing 

tests, 2-phase CFD simulation 
using industry code, and UQ of 

turbulent mixing model 
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FY15 DNB CP Work Flow – SLB Cases 

BC’s (statepoints) 
from System 

Transient Code 

• Also, VERA-CS 
Progression Problems - 
Completed 

Vessel Inlet 
Conditions from 
CFD Simulation 

• Hexpress -> Hydra-TH or 
STAR-CCM+ - In progress 

High Flow 
Case + 
VVUQ 

• VERA-CS – In progress 
• DAKOTA (Later) 

Low Flow 
Case + 
VVUQ 

• VERA-CS 
+ 
DAKOTA 

DNB CP 
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B 419.83 419.32 421.02 422.11 425.33 425.37 426.62 D

410.27 411.61 414.23 419.13 421.27 425.03 428.21 412.56 427.11 428.03 430.31

397.91 399.60 398.35 403.17 415.74 421.47 423.64 426.22 426.62 428.94 428.91 430.99 432.38

395.63 394.69 403.22 401.43 413.28 420.47 422.33 426.70 422.00 427.15 428.37 431.46 432.81

398.31 397.82 398.56 415.81 409.35 405.07 412.56 421.72 422.07 420.74 421.45 426.48 431.26 432.65 433.11

394.15 394.39 398.53 414.40 417.81 412.85 408.98 417.50 420.86 421.34 423.19 425.89 428.66 432.07 433.36

392.60 393.64 404.54 413.04 414.22 421.50 415.39 419.95 420.47 420.95 426.85 429.26 427.35 432.88 433.69

394.07 398.17 402.61 407.65 401.54 412.56 421.12 420.27 421.26 424.19 429.95 433.29 433.18 432.26 434.08

395.88 398.39 394.30 390.42 399.47 408.08 421.10 420.51 424.64 425.75 429.04 433.76 434.63 434.73 434.35

399.97 401.29 399.98 403.87 410.05 415.98 424.03 424.98 428.95 430.24 433.83 434.15 434.64 434.64 434.28

402.00 407.46 408.93 421.32 425.63 428.29 427.43 428.04 430.88 433.35 433.46 434.71 434.70 434.66 434.37

406.75 411.05 418.28 417.14 428.48 430.21 429.98 431.40 433.03 434.15 434.51 434.59 434.61

414.34 415.87 417.08 421.48 428.95 431.30 431.93 431.87 432.98 433.99 434.43 434.50 434.52

421.59 423.67 423.11 427.89 430.98 431.99 432.23 432.94 433.54 434.11 434.48

A 425.10 426.53 431.19 432.01 432.23 432.86 433.40 C

High-Flow HZP SLB – CFD Simulation Result (1/3) 
• Inlet temperature and flow rate distributions – Input to VERA-CS 

Inlet Temperature (oF)   Mass Flow Rate (Fraction) 
0.77 0.77 0.83 0.82 0.83 0.94 0.85

0.85 0.80 0.90 0.89 0.92 0.89 0.96 1.11 0.94 0.81 0.74

0.76 0.86 1.03 0.95 0.89 1.03 1.08 0.98 0.90 0.89 0.79 0.80 0.77

0.81 0.97 1.06 1.37 1.11 1.15 1.09 1.33 1.15 1.08 0.96 0.83 0.85

0.81 0.93 0.97 1.24 1.10 1.39 1.11 1.17 1.05 1.37 1.09 1.06 1.02 0.97 0.81

0.85 0.90 1.14 1.09 1.42 1.15 1.44 1.08 1.07 1.08 1.12 1.00 1.16 0.93 0.78

0.85 0.89 0.99 1.28 1.13 1.25 1.15 1.09 1.03 1.17 1.09 1.34 1.08 0.95 0.85

0.89 0.83 0.94 1.08 1.36 1.09 1.11 1.19 1.09 1.00 1.08 1.08 0.96 0.85 0.81

0.81 0.94 0.95 1.22 1.10 1.28 1.12 1.19 1.15 1.15 1.06 1.06 0.88 0.89 0.81

0.91 0.95 0.98 1.08 1.43 1.08 1.39 1.10 1.35 1.05 1.44 1.08 0.91 0.82 0.76

0.83 0.94 0.94 1.16 1.14 1.33 1.10 1.32 1.11 1.37 1.07 1.25 0.93 0.81 0.74

0.80 0.85 0.96 1.10 1.10 1.27 1.07 1.10 1.14 1.04 1.02 0.92 0.82

0.76 0.80 0.84 0.97 1.18 1.06 1.05 0.99 0.88 0.98 0.82 0.82 0.80

0.79 0.77 0.80 0.96 1.11 0.89 0.90 0.80 0.77 0.82 0.77

0.75 0.84 0.90 0.99 0.85 0.77 0.73
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High-Flow HZP SLB – VERA-CS Initial Result (2/3) 
• VERA-CS Prediction of Reactor Core Power Distribution 

• 59624 radial mesh elements 
• 58 axial mesh elemenets 
• Runs executed on ORNL Titan Super Computer Platform 
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High-Flow HZP SLB – VERA-CS Initial Result (3/3) 
• VERA-CS Prediction of Core Temperature and Flow  Distributions 

• VERA results are based on CFD inlet temperatures 
• Crossflow around the stuck RCCA location  



16 

FY16 Plan  for DNB 

• Applications (VMA lead) 
– CFD simulation and comparison with 5x5 rod bundle mixing test data 

• Non-Mixing Vane grid spacers 
• Mixing vane grid spacers 

– VERA-CS application to quasi-steady state DNB limiting event (RCCA 
malfunction) 

– Perform CTF code VUQ 
– Perform VUQ study on VERA-CS HZP SLB cases 
– Develop hi2lo approach on CTF turbulent model calibration with CFD simulations  

• VERA Software Capability Development 
– VERA-CS kinetic (transient) option (PHI lead) 
– Multiphase CFD capability for rod bundle geometry with grid spacers (THM lead) 

• Bubbly flow regime (DNB), and/or 
• Annular flow regime (Dryout) 
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Wear model 
Consisting of 
incubation, 
oxide and 
substrate 
controlled 

stages in the 
wear history. 

Structural mechanics  
thru interoperability 

with ISVs 

CASL Approach to GTRF  
 

CFD Pressure Load History (Hydra-TH & 
limited fluid-structure interaction sims) 

Grid-rod gap evolution, mechanical 
property evolution & parameteric studies 
of gap size/rod stiffness on wear shapes 

ORNL controlled fretting wear 
measurements 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
1E-14
1E-13
1E-12
1E-11
1E-10
1E-9
1E-8
1E-7
1E-6
1E-5
1E-4

D m
/D

c

Gap/Dc

  10^8*Pa/E=1.33
  10^8*Pa/E=2
  10^8*Pa/E=2.67

TEAM: Dave Parks,  
Ken Kamrin, Michael 
Demkowicz, Sam Sham, 
Peter Blau. Jun Qu, 
 Roger Lu, Michael 
Thouless, Wei Lu, 
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Engineering Wear Model development 

TR282 fretting wear testing at ORNL 
suitable for friction/wear testing under 
water conditions, ball on disk or tube on 
tube – provide laboratory data for 
engineering wear model validation 

Use lab tests to evaluate effects of water flow rate & temperature, 
and to verify the model, which will be ‘trained’ against literature/ 
field data 

(µ) Friction coefficient 

(Prec) Normal force during time t 

(Xeff) amplitude of oscillation       

(f) oscillation frequency   

 

* P.J. Blau, Wear (2014) http://dx.doi.org/10.1016/j.wear.2014.02.016 

Factors like Normal 
Force, Frequency 
and Amplitude of 
Sliding Contact 

Affect GTRF 

If normal force is 
either too high or two 
low, fretting is 
reduced or stopped. 
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Fretting mechanics: recent progress on 
modeling wear  

David Parks (MIT) is 
developing sub-modeling 
approaches to reduce 
computational degrees of 
freedom, while driving relative 
motions based on beam 
histories, and beginning to 
predict representative wear 
shapes and volumes  

Wei Lu and Michael Thouless 
(UMichigan) are evaluating 
coupled wear and creep 
effects 
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PCI Challenge Problem Strategy 

• Ultimate End Game:  
– Reliably calculate PCI failure potential for specific core 

loading patterns and operating strategies 
– Define impact of material defects and material 

properties/characteristics on PCI failure potential  
– Define impact of plant operating strategy and fuel design on 

PCI failure potential  
 

Challenge will be sufficient validation 
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CASL-BISON Interface with other MPO (blue) 
and Virtual Reactor Activities 

CASL-
BISON 

(Fuel Rod 
Performance) 

Neutronics/Isotopics Subchannel 
T-H  

Cladding 
Creep & 
Growth  

Stress 
Corrosion 
Cracking  

Validation 
Application  

Hydrogen 
Diffusion & 

Precipitation  

Cladding 
Corrosion/H-

Pickup 

VERA-CS 
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Course Corrections 
• Draft Revision 1 RIA Charter and Implementation 

Plan revised January 2015 to reflect actual Phase 
1 progress and new Phase 2 plan (awaiting 
comments) 

• NRC will be issuing final RIA acceptance 
criteria (SRP 4.2 Appendix B) in 2015.  RIA 
Implementation Plan will be revised to include 
necessary changes. 

• Ten tests in CABRI H20 loop starting mid-2016 

Status of Related Milestones 
• L3:VMA.AMA.P10.02 – Obtain CABRI and 

NSRR RIA test data access for 
benchmarking/validation 

• FY18 L1 – PWR rod ejection 
• FR19 L1 – BWR dropped rod 

CPI Status Report – RIA Challenge Problem 

Difficulties 
• Computer resources for whole core pin-resolved 

transient RIA simulation will likely require hybrid 
mesh (less detail away from region of interest) 

• CASL access to CABRI (Na loop and future H20 
loop) and NSRR data 

• Simulation of CHF, post-CHF, and rewetting 
modeling with limited prototypical PWR transient 
RIA data 

Successes 
• Initial MPACT modeling of SPERT RIA tests 
• Initial CASL-BISON modeling of PWR fuel 

rod response to RIA 
• Initial CTF modeling of NSRR RIA fuel rod 

test 
• Initial CTF modeling of PWR whole core rod 

ejection 
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NRC Proposes Final RIA Acceptance Criteria 

Proposed Final RIA Criteria – Public Comment Period Next 

March 16, 2015 NRC memo (ADAMS ML14188C423) 
• Proposed changes to SRP 4.2 Appendix B (2007) based on additional research 

(including 43 NSRR tests with corrected results) 
• PCMI limits separated based on cladding material fabrication process  

– SRA = stress-relief-annealed (Zircaloy-4, ZIRLOTM) 
– RXA = recrystallized (Zircaloy-2, M5, Optimized-ZIRLOTM) 

• Zero initial power high-temperature cladding failure limit based on cladding pressure 
differential 

• No credit for atypical RIA pulse and test temperature effects 
• Limited incipient melting allowed at pellet centerline 
  Most changes are more restrictive compared to interim 2007 version 
  More scope of analysis will be required   
  Not yet known to what extent fuel design or reload design or operation  

will be impacted. 
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NRC Proposed Zero Initial Power High-
Temperature Cladding Failure Criteria 
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NRC Proposed PCMI Cladding Failure Criteria 
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FY16 Plan  for RIA 

 
 

Index:  Focus Area:  Development Activity 

RIA-7:  FMC  Add BISON-CASL Capabilities Required for RIA Simulation 
Identify any modeling capabilities needed by BISON-CASL for RIA simulation and 
implement them.   
  
RIA-8:  VMA:  Decide on Scope of Coupling of  CASL codes for PWR RIA 
VMA will decide on the extent of coupling of the CASL codes for PWR RIA. 
  
  
RIA-10:  VMA&RTM  Add MPACT Capabilities Required for PWR RIA Simulation 
Identify any modeling capabilities needed by MPACT for PWR RIA simulation and 
implement them.  This includes control rod motion for the ejected rod and the trip rods, 
excore flux detector model, and prompt moderator heating, 
  
RIA-NEW:  RTM&VMA  Evaluate Hybrid Mesh in MPACT for RIA SImulation 
Evaluate hybrid radial mesh options in MPACT to reduce computer run time for transient 
RIA simulation.  Select best approach and implement as an option in MPACT. 
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Course Corrections 
• Draft Revision 1 LOCA Charter and 

Implementation Plan revised January 2015 to 
reflect actual Phase 1 progress and new Phase 2 
plan (awaiting comments) 

• NRC regulatory decisions and research plans are 
evolving as new issues are raised and new test 
data results become available (many of these 
originate internationally)  

Status of Related Milestones 
• FY17 L1 – PWR LOCA fuel performance 

capability 
• FY19 L1 – BWR LOCA fuel performance 

capability 

CPI Status Report – LOCA Challenge Problem 

Difficulties 
• First-of-a-kind modeling and simulation of fuel 

pellet and cladding phenomena resulting from 
higher burnup 

• Limited and sometimes conflicting data and no 
industry consensus on behaviors. 

• Indications of local effects 
• Indications that the power history affects the fuel 

rod performance during a LOCA 

Successes 
• Initial BISON-CASL PWR fuel rod modeling 

using LOCA boundary conditions supplied by 
Westinghouse 
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FY16 Plan  for LOCA 

 
 

Index:  Focus Area:  Development Activity 
  
LOCA-3:  FMC:  BISON-CASL LOCA Model Development 
Develop new modeling capabilities in BISON-CASL that are required to model LOCA 
LOCA-3a:  Cladding OD Oxidation Model 
LOCA-3b:  Cladding ID Oxidation Model 
LOCA-3c:  Cladding Swelling and Rupture Model 
LOCA-3d:  Fuel Fragmentation Model 
LOCA-3e:  Fuel Relocation Model 
  
LOCA-4:  PHI:  Couple BISON-CASLand  CTF 
Couple BISON-CASL to CTF   for single-channel LOCA fuel rod modeling 
  
LOCA-7:  FMC&VMA:  Coupled BISON-CASL + CTF Assessment to LOCA Data 
Assess coupled BISON-CASL + CTF for modeling LOCA by comparison to separate effects tests.  Note that some of these may use the stand-
alone BISON-CASL in Activity LOCA-6 instead. 
LOCA-7a1:  Post-DNB PBF Test PCM-2 
LOCA-7b1:  Post-DNB TREAT Test FRF-1 
LOCA-7b2:  Post-DNB TREAT Test FRF-2 
LOCA-7c1:  LOCA Blowdown ORNL THTF Steady-State Tests 
LOCA-7c2:  LOCA Blowdown ORNL THTF Transient Tests 
LOCA-7d1:  LOCA Reflood PSU RBHT Tests 
LOCA-7d2:  LOCA Reflood FLECHT-SEASET Tests 
LOCA-7e1:  Cladding Embrittlement ANL Tests 
LOCA-7f1:  Cladding Swelling and Rupture NUREG-0630 Tests 
LOCA-7f2:  Cladding Swelling and Rupture ANL Tests 
LOCA-7f3:  Cladding Swelling and Rupture Halden Tests 
LOCA-7f4:  Cladding Swelling and Rupture Studsvik Tests 
LOCA-7g1:  Fuel Fragmentation and Relocation Halden Tests 
LOCA-7g2:  Fuel Fragmentation and Relocation Studsvik Tests 
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Summary - Overall Challenge Problem Progress 

Development Innovation Validation 
Operational                                                                 

CRUD-induced power shift (CIPS) 

CRUD-induced localized corrosion (CILC) 

Grid-to-rod fretting failure (GTRF) 

Pellet-clad interaction (PCI) 

Safety 

Departure from nucleate boiling (DNB) 

Cladding integrity during  (LOCA) 

Cladding integrity during (RIA) 

Good Progress 

Planning & Scoping Significant Progress 

Not Started 
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Outline 

• Review of VRI/PHI in Phase 1 
– How did we get to where we are? 
– What discoveries and innovations were made along the way? 

 
• FY15 Advancements in PHI 

– Current organization of PHI and recent accomplishments 
 

• Plans for Phase 2 
– Vision for Phase 2 and plans for FY16 
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VRI: the conduit between science 
and design/engineering 

• Leadership (2010) 
– John Turner 
– Randy Summers 
– Rich Martineau 

 
 

• VRI will deliver 
– A suite of robust, verified,       

and usable tools 
– Within a common multi-physics 

environment  
– To simulate phenomena within 

nuclear reactor vessels 
– With quantified uncertainties 
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PHI: Integrating the CASL Virtual 
Reactor 

• Leadership (2014) 
– Jess Gehin 
– Scott Palmtag 

 
 
 
 
 
• Objectives 

– Focus on completion of the VERA Core Simulation (VERA-CS) to 
provide a platform for challenge problem physics integration 

– Strong collaboration with other focus areas to integrate advanced M&S 
capabilities to achieve challenge problem solutions 

– Create a useful and usable product for industry applications 
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PoR-1: Exploring all options 

• Many codes incorporated 
• Vision was established for VERA 

• PoR-1: 
– VIPRE-W 
– ANC9 
– DeCART 
– Star-CCM+ (bare-bones) 
– Denovo 
– DAKOTA (initial?) 
 

• Planned for PoR-2: 
– PARAGON 
– RETRAN 
– RELAP5 
– initial mesh mapping 
– ORIGEN 
– BOA 
– FALCON 
– SCALE 
– DAKOTA Early engagement with all partner codes 
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Established VERA Development and 
Testing Infrastructure 

• Leadership in multi-repository management 
– Creating TriBITS to allow the integration of software repositories 
– Establishing Trac to manage processes 
– Driving the Agile/Scrum/Kanban workflow process 
– Demanding testing of all components 
– Establishing standards for “VERA” 
 
 

Enabling CASL to work efficiently 
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Close collaboration with RTM 
• The Insilico milestone machine 

– Innovations in Denovo meshing 
– Massively parallel Sn 
– Pushing SCALE to new heights 
– Delivering SPn solver for speed 

• Shared Responsibilities: 
– RTM: transport and cross sections 
– VRI:   input, Cobra-TF, coupling 

• Establishing multiple couplings 
– StarCCM+ 
– Drekar 
– Cobra-TF 

 
 
 

 
• PoR-4: 

– Full-core 3D homogenous cell 
deterministic transport 

• PoR-5: 
– Full-core 3D pin-resolved 

deterministic transport 
• PoR-6: 

– Quarter Core Reference Solution for 
AMA Problem 5 

– AMA benchmark problem 6 
• PoR-7: 

– Initial modeling of reactor operation; 
qualify with operational data 

• PoR-9: 
– Full-core 3D homogeneous cell 

deterministic transport with T/H 
coupling 

 

Consistently delivering high visibility results 
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Advancing Cobra-TF for CASL 
• CASL partnering with PSU to address 

a range of code issues 
– Establish github repository 
– Improved automated testing coverage 
– Updated steam tables 
– Implement improved correlations  
– Solver improvements 
– Parallel methods improvements 

• Enabling multi-physics simulations 
– Interfaces to DTK, MPACT, and MAMBA 
 

  

Efficient full-core multi-cycle flow & heat transfer 
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Investigating advanced code coupling 

• DataTransferKit 
– Mesh to Mesh  : Insilico + Drekar (CFD) 
– Mesh to Geometry : Insilico + Cobra-TF 
– Geometry to Mesh : Cobra-TF + Bison-CASL 
– Geometry to Geometry : MPACT + Cobra-TF 

• Tiamat 
– Coupling Bison-CASL, Cobra-TF, & Neutronics 
– Predicting indicators of potential PCMI 
 

Enabling and delivering advanced code coupling 
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VERA-CS: migrating to MPACT  

• MPACT (RTM) 
– Brand new 2D-1D MOC code  
– Designed parallel 
– Integrated testing 
– The VERA-CS driver 
– Completed the progression 
 

• Built upon CASL experience 
– Infrastructure and testing: tools and concepts 
– Input and output processing: tools and specs 
– Advancements in cross section processing 
– Coupling physics: interfaces and methods 

Employing the past to build for the future 

NP M L K J H FG ER D C B A

3
2

4
5
6
7
8

10
9

11

1

12
13
14
15
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Prepared for the Challenge Problems 

• Deliver the integrated capability to solve Challenge Problems 
– PCI:   VERA-CS + Bison-CASL 
– CIPS:  VERA-CS + MAMBA 
– CILC: CFD + MAMBA 
– RIA & LOCA: Transient VERA-CS -> Bison-CASL 
– BWR: VERA-CS 

• Support industrial users of VERA-CS 
– Incorporating additional feature requests 
– Improving accuracy, performance, and scalability 
– Developing a common output processing tool 
– Enabling on-line UQ:  VERA-CS + Monte Carlo 
 

Original VRI Vision has been delivered 

• VRI will deliver 
– A suite of robust, 

verified, and usable 
tools 

– Within a common multi-
physics environment  

– To simulate phenomena 
within nuclear reactor 
vessels 

– With quantified 
uncertainties 
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Physics Integration Vision 
Integrating the CASL Virtual Reactor 

Outcomes and Impact Requirements Drivers 

Objectives and Strategies 
• Completion of the VERA Core Simulator  

(VERA-CS) to provide a platform for 
challenge problem physics integration 

• Coupling development to integrate 
advanced M&S capabilities to achieve 
challenge problem solutions 

• A strong VERA infrastructure supporting 
software development, testing, and releases 

• Reactor modeling through full power steady-
state operation with improved physics 

• Challenge Problem analysis capabilities 
through multi-physics integration of advanced 
physics capabilities being developed by FMC, 
THM, RTM 

• Enable use of VMA methodologies for 
quantification of uncertainties 

• Deployment and use of VERA  

• An advanced modeling and simulation environment for 
nuclear reactor analysis  

• Physics integrated through PHI-developed coupling 
methods being used to address challenge problems 

• VERA deployed through Test Stands and used on 
Leadership Class computers 

• Moving from VERA development to its use applications 
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FY15 PHI Projects and Budget 
FY15 Budget ($4.2M) 

By Project 

By  
Organization 

VERA Core Simulator  (VCS) 
Lead: Scott Palmtag, Core Physics Inc. 
• VERA neutronics integration with Cobra-TF 
• Verification and validation of multi-cycle core modeling 
• Common input and output for VERA 
 
Coupling Methods Development (CMD) 
Lead: Roger Pawlowski, Sandia Nat. Lab. 
• Advanced coupling methods 
• DTK development 
• Bison-CASL coupling 
 
 VERA Infrastructure (INF) 
Lead: Ross Bartlett, ORNL 
• Continuous integration and testing 
• Repository workflow  
• TriBITS implementation and documentation 
 

Cobra-TF (CTF) 
Lead: Bob Salko, ORNL 
• Subchannel flow and pin heat transfer 
• Verification and validation of flow and heat transfer 
• Integration with MAMBA 
 By  

Project 
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FY15 PHI Milestone Status 

PHI.P10.01 Validate VERA-CS using the industry standard BEAVRS Cycle 
Depletion Benchmark Problem 

3/13/2015 Completed on time 

CASL.P11.02 Qualify VERA-CS for multi-cycle (w/fuel-reloading) PWR core 
simulation capability  

6/30/2015 Completed on time 

PHI.P11.01 VERA-CS for PWR for analysis of reactor steady-state operation 
including multi-cycle capability and with CIPS modeling capability  

7/31/2015 In progress 

PHI.P11.02 Demonstration of VERA interoperability with commercial CFD code  8/28/2015 In progress 

Level 1 and 2 Milestones 

PHI.CTF.P10.01  Plan and progress report on CFD informed subchannel   12/15/2014 Completed on time 

PHI.CTF.P10.02 Incorporate MAMBA in to CTF  5/15/2015 Completed on time 

PHI.CTF.P11.03 Improve CTF parallel performance  8/28/2015 In progress 

PHI.CTF.P11.04 Update validation manual with additional validation cases  9/30/2015 In progress 

Cobra-TF 
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FY15 PHI Milestone Status 

PHI.VCS.P10.01 MPACT code preparations up for RSICC Release  2/6/2015 Completed on time 

PHI.VCS.P10.02 Initial BWR input specifications 2/28/2015 Completed on time 

PHI.VCS.P10.03 Identify validation cases and data requirements for L1  11/28/2014 Completed on time 

PHI.VCS.P11.01 CRUD coupling to MPACT  5/22/2015 Completed on time 

PHI.VCS.P11.02 Improve MPACT performance and accuracy  8/31/2015 In progress 

PHI.CMD.P10.0
1 

Incorporate MPACT into Tiamat and demonstrate PCI calculations  12/15/2014 Completed on time 

PHI.CMD.P10.0
2 

Evaluation of Coupling Approaches 3/31/2014 Completed on time 

PHI.CMD.P10.0
3 

Complete PHI development activities on CFD interoperability  3/31/2015 Completed on time 

Coupling Methods 

VERA Core Simulator 

PHI.INF.P10.01 End of POR 10 summary of VERA INF Team activities  3/31/2015 Completed on time 

PHI.INF.P11.01 End of POR 11 summary of VERA INF Team activities  9/30/2015 In progress 

Infrastructure 
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Highlight of Planned Phase 2 Work 

 Deepen 
• Challenge problem coupling and 

integration for PWR CIPS, PCI 
• Bringing advanced coupling methods 

research into VERA 
• VERA Infrastructure to improve 

testing and repository 
workflow/syncing 

• Expand validation and documentation 
• Improve VERA-CS performance 
• Improve COBRA-TF parallelization 

and performance 
• Using CFD to inform subchannel 

models for improved fidelity 
 

Broaden 
• Application of VERA-CS to other 

PWRs, BWRs, SMRs 
• Challenge problem coupling for BWRs 
• Coupling methods to support multi-

phase physics in BWR 
• Confirm COBRA-TF application for 

BWR simulations 
• Transient simulation capabilities for RIA 
• VERA Infrastructure to meeting release 

requirements and Post-CASL Transition 
• Interoperability with external codes – 

reactor system, structural mechanics, 
CFD 
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Phase 2 L2 Milestone Plan 
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RISK Mitigation 

COBRA-TF is not capable of providing an 
acceptable steady-state full-core solution for 
BWR core simulator 

Primary mitigation is addressing computational algorithms in 
Cobra-TF to correct issues, if that is not feasibly, develop new 
steady-state thermal-hydraulics capability 

Multi-physics coupling methods are not 
sufficiently robust for BWR core simulator 

Perform research on advanced coupling methods as a backup 
to standard Picard iteration to provide an alternative approach 
with improved convergence properties. 

Lack of developer support for coupling to 
external components, particularly the reactor 
plant simulator 

Consider several options for reactor plant simulator, obtain firm 
commitment from plant simulator development team in 
advanced.  consider alternative code if primary choice does not 
have sufficient support. 

Lack of developer support for integration of 
individual VERA components 

Address with CASL management and consider delaying or 
canceling PHI milestones if sufficient support is not available. 

BWR core simulator development proves more 
difficult than planned and results in delays in 
being able to delivery of capability 

Use early milestones to identify issues with thermal-hydraulics, 
neutronics (radiation transport and cross sections) and coupling 
methods to provide early information to adjust delivery schedule 
and development resources. 

VERA release and support needs for 
deployment over burden staff and prevents 
ability to complete VERA development 
milestones. 

Define acceptable level of support effort in advanced, track that 
effort and progress on milestones, and prioritize 
support.  Additionally, work to ensure that VMA and TDO staff 
are capable of providing the first line of support. 

Phase 2 Risks 
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L1 & L2 Milestones 
• L2: Deliver VERA-CS with Bison-CASL (2D) 

results to enable identification of PCI limiting fuel 
rods 
– L1: Demonstrate core-wide PCI capability 

• L2: VERA-CS performance improvements 
• L2: Development and testing of CTF to support 

modeling of BWR operating conditions. 

Challenges 

Activities and Priorities 

Physics Integration FY16 
Plan of Record PoR-12 and PoR-13 

• Project Structure: 
– Cobra-TF V&V and development 
– VERA-CS development & user support 
– PCI Challenge Problem Support 
– VERA Infrastructure 

• Focus on supporting use of VERA-CS for Challenge 
Problems and Validation 

• Coordination of V&V with cross section advancements 
in RTM 

• Deliver a VERA-CS with Bison-CASL capability that is 
usable by FMC and VMA  

• Enhance the temperature feedback model in VERA-
CS for additional fuels 

• Manage expectations and coordination with THM on 
interoperability with StarCCM+ development 

• Manage balance between delivery on industry class vs 
Leadership computing machines 

 

• Massive output from VERA-CS with Bison-
CASL destroys performance on Leadership 
computing machines 

• Support for users modeling new reactors, fuel 
types, or detectors necessitates major changes 

• Long code run times reduce ability to test code 
and slow overall development 

Risks 



20 20 CASL Symposium, Ashville, NC, July 7-9, 2015  20 CASL Symposium, Ashville, NC, July 7-9, 2015  

Summary of Phase 2 Vision 
• PHI is an integrating force between the science Focus Areas and the applied Focus 

Area, Test Stands, and other users 
• VERA represents a mature environment including CASL developed tools with 

demonstrated applications 
• VERA-CS is mature and usable for PWR full-core simulation, PWR-based SMRs, 

and BWR multi-assembly problems  
• The coupling methods are robust, efficient, and appropriate for simulating normal 

operation and challenge-problem conditions 
• The VERA infrastructure fully supports transition of responsibility for release and 

maintenance to the Post CASL Entity 
• COBRA-TF is an advanced subchannel code including innovations that greatly 

expand the application to full core problems, facilitate the use of improve models, 
and have an expanded validation basis. 

• The PHI staff have developed new capabilities that impact the nuclear and 
computational science fields through publications, presentations, and results 
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Questions?  



VERA Core Simulator 

Scott Palmtag 
PHI Focus Area 
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Overview  

• Core Simulator 
• BEAVRS 
• Watts Bar Results 
• Next Steps: Challenge Problems 
• Initial CRUD Results 
• MSLB 
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VERA is the CASL “Environment” 
Virtual Environment for Reactor Analysis 

Physics Coupling Infrastructure 

Reactor System Input / Output 

Thermal-Hydraulics 

Neutronics 

Structural 
Mechanics 

Thermo-
Mechanics 

Commercial 
CFD 

Fuel 
Performance 

Neutron 
Transport Chemistry 

Corrosion 

CRUD 
Deposition 

Research 
CFD 

Geometry / Mesh / Solution Transfer 

Isotopics 

Cross 
Sections 

Subchannel 
Thermal-

Hydraulics 

VERA 

All of the 
tools needed 
to solve the 
“Challenge   
Problems” 



4 

4 

VERA-CS is the “Core Simulator” 

Physics Coupling Infrastructure 

Reactor System Input / Output 

Thermal-Hydraulics 

Neutronics 

Structural 
Mechanics 

Thermo-
Mechanics 

Commercial 
CFD 

Fuel 
Performance 

Neutron 
Transport Chemistry 

Corrosion 

CRUD 
Deposition 

Research 
CFD 

Geometry / Mesh / Solution Transfer 

Isotopics 

Cross 
Sections 

Subchannel 
Thermal-

Hydraulics 

VERA 

VERA-CS: 
subset of 
tools needed 
to deplete an 
operating 
reactor 
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VERA Common Input 

• Simple, intuitive interface for engineers to build 
complex models 

• One input for all multiple physics codes  
– cross sections, neutron transport, T/H, fuel 

• Free format, minimum characters, and credit for 
symmetry 

• ASCII Input 
– Easy to “diff” different models 
– Easy to use and edit on remote HPC platforms 
– No need to install GUI’s on each machine 
– Archival Format – can add to source repos  
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VERA Common Input – Example 

Spacer 
Grids 

Nozzle 

Nozzle 

[ASSEMBLY] 
  title "Westinghouse 17x17" 
  npin 17 
  ppitch 1.260 
 
  fuel U31 10.257 95.0 / 3.1 
 
  cell 1    0.4096 0.418 0.475 / U31 he zirc 
  cell 10          0.561 0.602 / mod    zirc       ! guide tube 
  cell 20          0.561 0.602 / mod    zirc       ! instrument tube 
  cell 7           0.418 0.475 / mod    mod        ! empty location 
  cell 8           0.418 0.475 /     he zirc       ! plenum 
  cell 9                 0.475 /        zirc       ! pincap 
 
  lattice FUEL1 
     20 
      1 1 
      1 1 1 
     10 1 1 10 
      1 1 1  1 1 
      1 1 1  1 1 10 
     10 1 1 10 1  1 1 
      1 1 1  1 1  1 1 1 
      1 1 1  1 1  1 1 1 1 
 
 lattice PLEN1 
     20 
      8 8 
      8 8 8 
     10 8 8 10 
      8 8 8  8 8 
      8 8 8  8 8 10 
     10 8 8 10 8  8 8 
      8 8 8  8 8  8 8 8 
      8 8 8  8 8  8 8 8 8 

  axial A1    6.050 
      LGAP1  10.281 
      PCAP1  11.951 
      FUEL1 377.711 
      PLEN1 393.711 
      PCAP1 395.381 
      LGAP1 397.501 
 
  grid END inc  1017 3.866  ! grid mass, height (cm) 
  grid MID zirc 875  3.810  ! grid mass, height (cm) 
 
  grid_axial 
      END  13.884 
      MID  75.2 
      MID 127.4 
      MID 179.6 
      MID 231.8 
      MID 284.0 
      MID 336.2 
      END 388.2 
 
  lower_nozzle  ss 6.05  6250.0  ! mat, height, mass 
  upper_nozzle  ss 8.827 6250.0  ! mat, height, mass 

Input for a PWR Fuel Assembly 
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VERA Common Output 

• Open-source hierarchical binary format (HDF5) chosen for output 
• Accessible by many languages such as Fortran,  

C/C++, Python, etc. 
• Free utilities available for data viewing and manipulation 
• Data format governed by VERAout specification 
• Post-processors for code comparisons,  

sensitivity studies, and visualization 

Images from VisIt of VERA Output Data 
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Neutronics – MPACT 

• Input directly from common input (VERAIn) 
• Built in cross section generation with  

subgroup or ESSM 
• MOC neutron transport in each radial plane 
• 2D/1D transport in axial direction 
• Built-in depletion based on  

ORIGEN methodology 
• Writes to common output  

(VERAOut) 
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Thermal Hydraulics – CTF 

• Input directly from common input (VERAIn) 
• COBRA-TF (CTF) subchannel code from PSU 
• Two-fluid, three-field representation of the  

two-phase flow 
– Continuous vapor (mass, momentum and energy) 
– Continuous liquid (mass, momentum and energy) 
– Entrained liquid drops (mass and momentum) 
– Non-condensable gas mixture (mass) 

• Spacer grid models 
• Internal pin conduction model 
• Built-in material properties 
• Parallel Solution (one assembly/core) 

Subchannel area 
x 49 axial levels 
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Two Code Coupling 

• Fuel temperatures obtained from internal CTF 
Model or tables generated by BISON 

• This is the default coupling used in depletion 
calculations 

Neutronics Thermal  
Hydraulics Fuel/Clad/Fluid Temperature 

Power 

Fluid Density 
CTF MPACT 
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Neutronics Thermal  
Hydraulics 

Fuel  
Performance 

Fluid Temperature / Density 

Three Code Coupling 

Assumes no geometry 
changes 

 in neutronics or T/H 

Coupling 
used in 

“Tiamat” 
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Operating Reactor Results 

• SMR Reactor  (Feb 2015) 
– Once-through cycle with control rod reactivity control 

 

• BEAVRS Benchmark (April 2015) 
– Cycle 1 of Operating Reactor with boron letdown and flux maps 
– Presented paper at ANS Math and Computation Conference, 

Nashville, 2015 
 

• Watts Bar Unit 1 (WBN1) (June 2015) 
– Cycles 1-12+ 
– Boron Curves 
– Flux Maps 

 
All Three Were DOE Reportable Milestones 
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Watts Bar Model Features 

• 13 Cycles of Data from 1996-2014 
• Approximate 18 month cycles 
• Depleted in quarter-core symmetry  
• ~3” axial planes 

– Cycle 1:  55 planes (4015 cores) 
– Cycle 2+: 59 planes (4307 cores) 

• New BISON fuel temperature tables 
• New ORIGEN depletion library 
• Used INL’s Falcon supercomputer 

– Cycle depletion < 1 day CPU wall time 
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HFP Boron Letdown 
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See CASL-U-2015-0206-000 for more details 
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HFP Boron Letdown Diffs 
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Flux Maps – 2D RMS (%) 
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Initial WBN1 Results – 
See June 2015 Milestone 
report for more details 
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Flux Maps – 3D RMS (%) 
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Flux Maps – Axial Offset Diff. (%) 
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Flux Map BOC 

Typical Flux Map Example 
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Flux Map MOC 
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Flux Map EOC 
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Cycle 7 with CIPS 



23 

23 

Axial Power with CIPS 



24 

24 

What’s Next? 

• VERA-CS can successfully deplete a reactor core.  
– There is still work to be done, but capability exists 

 

• Next step is to apply VERA-CS to Challenge 
Problems 
– Couple to MAMBA for CIPS 
– Couple to BISON-CASL for PCI 
– Couple to transient CTF and MPACT for RIA 
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Development of CRUD Coupling 

1. Initial CTF-MAMBA Coupling (May 2015) 
2. Initial modeling of CRUD layer in MPACT (May 2015) 
3. Initial coupling of CTF-MAMBA-MPACT (July 2015) 
4. Qualify a core-wide PWR CIPS capability that includes an 

initial corrosion product treatment 
 DOE Reportable Milestone – Sept 2015 
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CRUD Demonstration 

• Demonstration of CTF-MAMBA Coupling 
• Full-Core WBN1 Model 
• “Made-up” chemistry concentrations 

Exposure-dependent power 
distribution from MPACT – 
but no feedback back to the 
neutronics solution 
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State 1 
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State 2 
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State 3 
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State 4 
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State 5 
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State 6 
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State 7 
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Summary 

• VERA Core Simulator capability is available 
• Full-core operating reactor validation is 

underway 
 

• Next: Apply to Challenge Problems! 
 



35 

35 

Questions?  
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Accomplishments & Phase 2 Plans 
Validation and Model Application 

 Vincent Mousseau 
Yixing Sung 

Brian Williams 
CASL Symposium 

Ashville, North Carolina 
July 7-9, 2015 
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VMA 

Outcomes and Impact Requirements Drivers 

Objectives and Strategies 

CRUD Topology 

VMA = VUQ + AMA: Validation and Modeling 
Applications has been formed by combining 
Validation and Uncertainty Quantification 
with Advanced Modeling Applications.  

This provides a much tighter coupling between 
the assessment and application of VERA 
with its VVUQ.  

This improves technology development and 
product delivery to address the industrial 
Challenge Problems. 

• Software related to reactor safety analysis 
must meet quality requirements. 

• Provide a clear justifiable case that the 
software is appropriate for the intended 
application. 

• PCMM, CSAU, SQA, and VVUQ are the 
key tools to define new standards for 
software development and application. 

The DAKOTA software will be delivered as part of VERA and it 
will introduce modern tools for VVUQ for use by Industry. 

We will help to define VVUQ plans and processes for the CASL 
challenge problems and for the VERA components. 

These plans and processes when implemented will provide 
confidence in VERA for industry use by clearly defining 
value added work. 
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VUQ Phase I Team 

• Science Council chair and VUQ representative Bill Oberkampf 
• Partner (budget split) 

– Sandia (52%) – Vince Mousseau, Brian Adams, Bill Rider, Russell Hooper, 
Noel Belcourt, and Kevin Copps 

– NCSU (28%) – Hany Abdel-Khalik, Nam Dinh, Ralph Smith 
– Los Alamos (14%) – Brian Williams 
– Idaho National Laboratory (6%) – Abder Ougouag 

• The team consists of  
– Nuclear Engineers  - Vince Mousseau, Bill Rider, Hany Abdel-Khalik, Nam 

Dinh, and Abder Ougouag 
– Mathematicians – Brian Adams, Ralph Smith, and Brian Williams 
– Software Engineers – Russell Hooper, Noel Belcourt, and Kevin Copps 

The correct mixture  
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Pros of the AMA VUQ Merge 

• AMA provides VUQ with the correct steering towards what is 
important to industry. 

• VUQ provides tools and PCMM as a procedure for AMA 
assessment. 

• AMA provides VUQ with the application experts to help run and 
interpret the VVUQ results. 

• VUQ can provide math “horsepower” to justify current industry 
practices when they are good.  VUQ can work with industry to 
modify practices that need improvement. 

• “Get the right answer for the right reason!”  When this is not 
possible, provide evidence that your conservative answer is 
conservative. 

The whole is greater than the sum of the parts 
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Phase I With Focus On  
Year Four  

• More intimate interaction with code teams 
– Parameter exposure work in CTF to improve sensitivity and UQ 
– Initial PCMM analysis of CTF to measure documentation and testing 
– Initial PCMM analysis of Insilico to measure documentation and testing 

• Initial VVUQ of CASL tools has been done 
– Revealed simulation and DAKOTA weaknesses that have been improved 
– Some of the work has been on “one-off” studies 
– Early work with industry codes 

•  Provide DAKOTA tools that automate VVUQ to make it easy 
for the code teams use. 

 
 

Better VUQ engagement in CASL 
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DAKOTA Improvements 

• Bayesian capabilities merging from QUESO (Univ. Texas 
Bayesian software) 

• QUESO Completes data assimilation by Monte Carlo Markov 
Chain (MCMC) process such that number of samples required 
is minimized. 

• GPMSA into QUESO and then QUESO into DAKOTA 
• RMR capabilities being merged from PERCEPT. 
• RMR Supports verification by providing methodology when 

mesh refinement is not sufficient to support Richardson 
Extrapolation 
 

Improving VVUQ tools 
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Key Milestones in FY15 

• Demonstration of CIPS capability.  Initial multicycle runs of 
MAMBA+MPACT+CTF.  This is to be followed by an 
assessment of the quality of the capability. 

• VVUQ for MPACT plus CTF for a multicycle run of an assembly.  
Assess the quality of the VERA-CS runs on a smaller problem 
that allows more detailed study.  Preparation for later work on 
the challenge problems. 

Enabling qualified CIPS calculations 
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Discovery and Innovation 

• Hi2Lo – Progress on an approach for how to use high fidelity 
simulation tools to calibrate low fidelity simulation tools.  This 
requires a detailed assessment of the uncertainty in the high 
fidelity code (similar to experimental error estimation) to inform the 
correct weighting of the high fidelity results on low fidelity closure 
laws.  This provides a mathematically sound process to augment 
calibration with experimental data. 

• Bayesian Calibration – provides a mathematically sound process 
to construct parameter distributions used for uncertainty 
quantification.  Better data or simply more data can be utilized to 
improve the parameter distributions.  This is in contrast to the 
current process of “expert opinion” which is difficult to defend. 
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Phase 2 L2 Milestone Plan 
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Highlight of Planned Phase 2 Work 

• VMA will be focusing its UQ work on the following three 
challenge problems, CIPS, PCI, and DNB. 

• We need to first insure that the SQA, verification, and validation 
are adequately done to support the UQ work. 

• Because all of the three challenge problems represent coupled 
code solutions we need to automate the VVUQ process since it 
will need to be repeated when any of the coupled code are 
changed significantly. 

• Propagating the uncertainty through coupled codes while 
accounting for the impact on the code coupling, initial 
conditions, boundary conditions, and closure laws is a 
challenging research problem 

Do your homework! 
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Phase 2 Risks 

• It is difficult to establish a SQA and VVUQ pedigree on a code 
that is under development.  We need some process to “freeze” 
CASL codes to enable this process. 

• Often critical information is lost when people leave the project.  
We need to minimize this risk through automation and 
documentation so there is no single point of failure. 

• As we squeeze into the end of the project we will need to do 
more work in less time with less people.  Automation is the key 
to getting more done for less. 
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Summary 
• As the CASL software matures the work load for VMA will 

increase. 
• Because the funding is flat or decreasing, we need to work more 

intelligently to produce software that is useable by industry. 
• The key to success is two fold. 
• Prioritization is the key to focus the limited resources where they 

will have the largest impact. 
• Tight cooperation between the code teams and PHI and VMA and 

TDO will be required to move the software to final form. 



Assessment of  CASL Code  
Predictive Capability Maturity for 
Challenge Problem Applications: 

Validation Data Needs and  
Acquisition Methods  

Nam Dinh, Vincent Mousseau, Brian Williams,  
Yixing Sung, and Ralph Smith 

 

CASL Symposium, Asheville, NC, July 7-9, 2015 



Outline 

�  Introduction (V&V–UQ) 

�  Predictive Capability Maturity Model 

�  Validation Data Support 
�  Data Needs 

�  Data Acquisition 

�  Information-Theoretic Approach 

�  Data Collection 

�  Data Assimilation 

�  Data Management 

 



Introduction – 1  

�  CASL advanced modeling and simulation (AMS) 
codes  
�  Multi-physics 
�  Multi-scale  

� Significant modeling at lower length/time scales 
�  Examples: THM (boiling-CMFD); MPO (CRUD-MAMBA)  

�  The objective of  AMS codes is to predict 
behaviors and phenomena that might (preferably, 
do not) occur in nuclear reactors 

�  The objective of  V&V and UQ is to establish level 
of  confidence in these predictions  

 



T	  ~	  months	  	  System-‐Level	  Code	  
(RELAP5-‐3D,	  BOA)	  

Sub-‐system-‐Level	  Code	  	  
e.g..,	  COBRA-‐TF	  for	  full	  core	   T	  ~	  	  hr	  	  

  T	  	  ~	  mins	  

“Gap-‐tooth”	  integraLon	  
–	  reasonably	  accurate	  for	  
quasi-‐steady	  transients	  

Component-‐Level	  Code	  	  
e.g.,	  MulLphase	  CFD	  for	  FA	  

    T	  	  ~	  	  s	  
Control	  Volume-‐Level	  Code	  

“DNS”,	  LES/ITM	  

  T	  	  ~	  ms	  
Microphysics	  (MiP)	  
Mesoscale	  Code	  	  

L~	  10m	  

103	  

103	  

102	  

104	  

L~	  m	  

L~	  	  dm	  

L~	  cm	  

L~	  10	  μm	  

CIPS	  7me	  and	  length	  scales	  (T-‐H)	  

CRUD	  forma7on	  	  



 
 
 

Challenge 
Problems 

 
 
 
 

Data Code 

PCMM 
V&V-UQ 

SET – Separate–Effect Test 
MET – Multiple–Effect Test 
IET – Integral–Effect Test 

PMO – Plant Measurement & Observations 

Predictive Capability Maturity Quantification–3  



Predictive Capability Maturity – 1  

PCMM:  

Predictive Capability Maturity Model for 
Computational Modeling & Simulation  

W. Oberkampf, M. Pilch, T. Trucano  

SAND2007–5948 



Demonstration of  Integrated DA/UQ 
for VERA-CS   

Initial Evaluation Updated Evaluation 

InSilico 



Demonstration of  Integrated DA/UQ 
for VERA-CS   

Initial Evaluation Updated Evaluation 

CTF 



CASL Approach to Validation Data Support 

SET 

IET 

RET 



Data from Industry Partners 

�  Phase I partners provided data critical to CASL software 
development and CP applications 
�  Industry sponsored test and plant data (EPRI) 
�  Plant data and measurements (TVA) 
�  Fuel design and test data (WEC) 

�  CASL has well defined process and procedure for data 
management and control 
�  Technology Control Plan (TCP)  
�  Protection of proprietary data under nondisclosure agreements 

(NDA) 
�  New data continue to be identified and collected in 

Phase II 
�  Separate effects tests to validate individual models. 
�  Integral effects tests validate coupled physics and coupled codes. 
�  High fidelity test data to validate CFD, fuel, and chemistry codes. 



A Survey of CASL SMEs was completed 
to Capture Validation Data Needs 

�  Assessment of  Overall Status of  Validation Data   
�  Identify existing Critical Datasets 
�  Assessment of  Quality of  Critical Datasets currently used for VUQ 

�  Identify areas where additional experimental data 
would make a large impact for CASL to achieve its goal  
�  Identify classes of  new experiments and experimental data that 

are most desirable (e.g., having potential to help reduce large 
uncertainty)  

�  Assess technical challenges to deliver desirable datasets  

Example: CRUD Challenge Problem Data Needs Survey:  
-  Identified 12 major existing sources of data for validation 
-  Identified 12 gap areas where data are needed 



�  Challenge Problem defining need 

�  VERA components to be validated 

�  What experiment is measuring and conditions of  experiment 

�  Importance of  experiment 

�  Experimental classification 
Ø  Single Effect Test (SET) 
Ø  Integral Effect Test (IET) 
Ø  Reactor Experimental Test (RET) 

�  Difficulty of  performing test 

�  Approximate cost of  test 

�  Applicability of  test to academic research lab  

A Survey of CASL SMEs was completed 
to Capture Validation Data Needs 



What’s different from past 
validation data? 

�  CASL ModSim involves a wide range of  spatial 
and time scales versus working mainly at the 
engineering level 

 
Ø  CASL has identified gaps in data particularly at 

the lower (micro) scale level, requiring new 
experiments and development of  the associated 
new instrumentation 

Ø Multi-physics (effect) modeling and coupling 
are CASL trademark but also present a VUQ-
weaker link  



�  Importance of Experiment: High  

�  Difficulty of Experiment: Moderate 

�  Type of Experiment:  SET 

�  Cost of Experiment:  $0.2M 

�  Suitable for Academic Lab:  Yes 

Experimental Conditions  

Description of Experiment 
�  Measure the efficiency of  deposition 

of  particulate and soluble material on 
heated surfaces undergoing sub-
cooled boiling. Vary the liquid 
concentration of  corrosion products 
and the sub-cooled boiling rate and 
measure the crud deposition rate. 

�  Preferably at PWR conditions, however 
it may be acceptable to do the testing 
at lower pressures and temperatures. 

CRUD-4: Crud deposition efficiency as a function of              
sub-cooled boiling rate 

ModSim Components Being Validated 

•  VERA component MAMBA 
•  Mass of  crud deposited as a function of  

coolant corrosion product concentration 
and sub-cooled boiling rate 



Importance of Experiment: High 
Difficulty of Experiment: High 
Type of Experiment:  SET/ IET/RET 
Cost of Experiment:  $5-10 M 
Suitable for Academic Lab:  No. 
Integral test in Halden 

Experimental Conditions  

Description of Experiment 
Measure pellet-cladding mechanical 
interaction during in-pile power 
maneuvers to evaluate gap closure and 
pellet mechanical compliance. 
Experiment would evaluate pellet 
cracking and fragment movement during 
normal operation.  

Single rod experiments under different burnup, 
peak power, and power ramp rates 
On-line diameter measurements, thermocouple 
measurements,  

PCI-2: Fuel Pellet Cracking and Relocation         
Studies In-Pile Integral Experiments 

ModSim Components Being Validated 

•  Model parameters describing the fracture and 
movement of pellet fragments 

HWR-532

Outer shroud

Pressure flask

Thermal shield

Diameter gauge

-Outer ring of booster rods
(12 rods, D 0 forced circulation)K 20

,Outer shroud

annulus

Pressure flask
coolant valve

Figure 2. Schematic drawing of the test assembly.
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•  Validation data needs survey identified gaps in low-
length-scale phenomena and multi-physics interactions 

•  Needed validation experiments are identified for each 
Challenge Problem (31 propositions for 7 CPs) 

•  The proposed experiments include SETs, IETs, RETs 
•  A majority of proposed experiments is appropriate for  

university research and university-laboratory 
collaboration (especially, when a test reactor is needed 
e.g., NSUF-ATR) 

16 



Validation-Grade Experimental Data 

�  NEUP 2014 
�  An Investigation to Establish Multiphysical Property Dataset of  

Nuclear Materials Based on In-Situ Observations and 
Measurements (Purdue) 

�  Experimental Validation of  UO2 Microstructural Evolutions for 
NEAMS tool MARMOT (U. Florida) 

�  High-resolution time-resolved experiments on mixing and 
entrainment of  buoyant jets in stratified environments (U. Mich.) 

�  NEUP 2015: 

�  Development of  Critical Experiments to Provide Validation Data for 
Multiphysics Coupling Methods (RPI) 

�  Thermal Transport and Fracture Behavior of  Sintered Fuel Pellets: 
Experimental Validation of  NEAMS Tool MARMOT (RPI) 

�  A Transient Reactor Physics Experiment with High-Fidelity, 3-D Flux 
Measurements for Validation and Verification (U. Kansas) 

Leverage on NEUP Projects on V&V 



A validation experimental program should include focused 
efforts in  

–  development of advanced diagnostics methods to 
obtain information needed for assessment and 
calibration of high-fidelity models

–  using advanced simulation capability and modern 
VUQ methods to design and guide the experiments, 
and process the data

•  NEUP 2016 (RFI) 
–  NEKVaC proposition for NEUP IRP o “Multiphysics 

Multiscale Simulation Validation Experiments” 
•  Experimental and analytical techniques are needed for 

the characterization of tightly coupled phenomena to 
quantify confidence in high-fidelity simulations 
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Validation Data Hierarchy 
�  When we do not have the quantity, quality, or relevancy 

of the validation data we need, we will leverage those 
who have it or can get it for us. 
�  DOE projects, NEUP and the new validation database 
�  Industrial partners current and new.  
�  “Data mining” of the literature. 

�  New integral effects experiments designed with CASL 
software, CPs, and VVUQ in mind from DOE or industry 
partners. 

�  New separate effects experiments with CASL in mind 
from DOE or industry partners. 

�  The value of validation data increases significantly when 
the simulation and experiment happen simultaneously. 



Data Acquisition Methods 

�  Data are needed to reduce uncertainty 
�  Advanced validation-grade experiments 
�  Data acquisition often prohibitive 

�  Remedy 
�  Hi2Lo 
�  Lo2Hi 

�  TDMI 



Design & Utilization of  
Validation Experiments 

Blue Boxes indicate 
that ModSim utilized 

Identification of 
Model features that 

impact QoIs 
 

Design of 
Experiment with 

appropriate 
sensitivities 

Perform Experiment  
to collect  

Validation Data 

Simulation of 
Experiment as 

Conducted 

Completion of Model 
Form Uncertainty 

Determination 

Execution of Data 
Assimilation using 

Validation Data 

Uncertainty 
Quantification for 

QoI s 

Credit: P. Turinsky 



Hi2Lo 

�  Use validated high-fidelity codes in place of  
experimental data 
� An Information Theoretic Approach to Calibrating 

Low-Fidelity Codes with High-Fidelity Codes;  

� By A. Lewis, R. Smith, and B. Williams 

 



Mutual Information 

I(X;Y ) = H(X) +H(Y )�H(X,Y )

= H(X)�H(X|Y )

= H(Y )�H(Y |X)

Note:  

Bayesian Framework: Quantifies change in knowledge due to new data  

p(✓|Dn) =
p(Dn|✓)p(✓)

p(Dn)
=

p(d̃n, Dn�1|✓)p(✓)
p(d̃n, Dn�1)

Goal:  Provide framework to optimize information in d̃n based on design ⇠n

Mutual Information: Two random variables I(X;Y) 
•  Measure of variables’ mutual dependence 

•  I(X,Y) quantifies reduction in uncertainty in X that knowing Y provides  

Marginal Entropies  

Set Analogy  



Statistical Model 
Statistical Models:  

dn = d`(✓, ⇠n) + �(⇠n) + "n(⇠n)

Notation: 

• ✓: Low-fidelity model parameters

• �(⇠n): Model discrepancy term

• "n(⇠n): Random observation or discretization errors

• ⇠n: Design conditions; e.g., spatial locations or Reynolds numbers

d̃n = dh(�n) + ⇥̃n(�n)

• dh(�n): High-fidelity model

• d�(�, ⇥n): Low-fidelity model



Design Algorithm 
Statistical Model:  

dn = d`(✓, ⇠n) + �(⇠n) + "n(⇠n)

Existing data: 

Calibrate parameters of low-fidelity model: d`(✓, ⇠n)

Choose new design       to reduce uncertainty in  ⇠n ✓

Evaluate high-fidelity model at      : ⇠n d̃n = dh(⇠n) + "̃n(⇠n)

d̃n = dh(�n) + ⇥̃n(�n)

DRAM  

kNN Estimate of Mutual Information  

[(⇠1, d̃1), (⇠2, d̃2), · · · , (⇠n�1, d̃n�1)]

Dn�1 = {d̃1, d̃2, · · · , d̃n�1}



Necessary Tools 
�  Method for calibration of  low-fidelity model 

�  Metropolis algorithms 

�  DRAM (Delayed Rejection Adaptive Metropolis) 

�  Information measure for predicting reduction in 
parameter uncertainty 
�  kth-Nearest Neighbor (kNN) estimate 

Case Study 
�  Heat Conduction 

�  Neutron Diffusion 

�  Force Flow 



Case Study: Subcooled Boiling Flows 
A. Bui, N. Dinh, B. Williams 



Subcooled Boiling Model Hierarchy & Coupling 

 

 



Subcooled Boiling Flows – Data Sources 

PTV 

•  Data heterogeneity: (i) measurement data available at the “system” level – left-most 
panel – and also at the “sub-model” level – nucleation site density, bubble 
detachment rate/radius, etc. Missing data at some levels; (ii) differences in data 
scalability, relevancy and uncertainty. 



�  Multiscale multiphysics modeling requires a different 
approach to calibration and VVUQ which can take into 
consideration model inadequacy and data uncertainty 

�  Data on multiphysics systems/processes are 
heterogeneous, multivariate, multidimensional;  
�  Data availability and quality vary greatly depending on 

scale and physics 

�  A “total data-model integration” (TDMI) strategy to 
VUQ to take the advantage of  all available data 
regardless of  their origins and qualities 

�  Present-work TDMI allows assimilation of  different 
datasets including spatial (1D) distributions and sub-
scale physics. 
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Total Data-Model Integration 



Model Calibration 
Workflow 

TDMI can be realized with  model 
analysis approaches based on 
Bayesian inference and statistical 
modeling techniques 



Data Management 
�  Development and implementation of  Relational Data Warehouse 

and attendant infrastructure at ORNL for collection, 
documentation and management of  validation datasets in 
support of  nuclear AMS code development 

�  Development and implementation of  workflows and protocols 
for validation data collection, qualification, documentation, 
processing and archival of  selected CASL validation datasets 

�  V&V and UQ Methods Integration 
�  V&V and UQ standards, requirements and best practices 

�  Capture of V&V and UQ methods, processes and workflows, e.g., data assimilation 

�  Web-enable tools for V&V and UQ activities 

�  M&S Integration 
�  Mapping and integration of M&S tasks and processes to V&V and UQ processes 

�  Simulation data results processing and semantic linking to Databases 

Collaboration with NE-KAMS (NEKVaC) 



Towards CASL Validation Data Management 

�  Establish architectural and functional requirements for 
CASL validation data management system (VDMS) 

�  Design and demonstration of  validation data management 
system that supports calibration, validation, and UQ of  multi-
physics/ multi-scale simulation models 

�  Strategic Objectives:  
�  Phase II: 

�  Establish an effective community-driven process for 
validation-grade data acquisition and characterization. 

�  Establish an efficient cross-cutting infrastructure for 
validation data archiving, searching, and processing for 
VERA application 

�  After Phase II:  
�  Sustainable System for Validation Data Management to 

Support VERA (and beyond) 

 

 



Thank you. 



Technology 
Deployment and 

Outreach : 
Accomplishments 
and Phase 2 Plans 

  Dennis Hussey, Ph. D., EPRI 
Focus Area Lead 

CASL Symposium 
Asheville, NC July 7-9, 2015 
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Overview 

• Introduction to Technology Deployment and 
Outreach (TDO) 

• TDO Objectives and Responsibilities 
– The post-CASL entity 
– Outreach 
– VERA Release and Support 
– Test Stand deployment 

• Accomplishments 
• Planned Milestones 
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TDO Team 
• Dennis Hussey (EPRI), Lead / Industry Council Executive 

Director 
• Rose Montgomery (TVA), Deputy Lead / Working Groups 
• Steve Hess (EPRI), Test Stands 
• Matt Sieger (ORNL), Software Quality and Release 

Management 
• Bob Oelrich (Westinghouse), Support 
• Brenden Mervin (EPRI)—Software Quality, User Support 

Close collaboration with others: 
• Industry Council 
• Education Program—Mike Doster, NCSU 
• Communications 
• Partnerships 

Team combines utility, industry, lab, and academic skillsets 
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TDO Objectives 

• TDO’s priority is deployment and sustainability of 
the CASL technologies 

• TDO seeks to ensure CASL technologies are 
delivered to the nuclear energy community 

• Four areas of TDO 
– Evolution of the post-CASL Entity 
– Outreach 
– Release and Support 
– Test Stands 

 

TDO will be the deployment conduit for CASL 
technology 
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TDO’s Role in CASL 

TDO is the liaison to the VERA user community 

 
• Validation and Verification 
• Documentation 
• Training 

• Physics Integration 
• Radiation Transport 
• Fuel Materials and 

Chemistry 
• Thermal hydraulics 

• VERA Working Group / IC 
• Releases 
• Test Stands 
• Post CASL Entity 

• Utilities 
• Vendors 
• Industry Council 
• Consultant & ISV 
• Academia Users 

TDO 

Validation 
and 

Modeling 
Application 

CASL 
Technical 

Focus 
Areas 
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TDO Responsibilities 

Post CASL Entity 
• Investigate options 
• Develop business cases 
• Evolve the most viable 

option(s) 

Outreach 
• User recruitment 
• VERA Working Group 
• Training  
• Workshops and 

demonstrations 

Release and Support 
• Entry level tech support, delegate 

detailed requests 
• Release management 
• Address gaps in licensing strategy 
• Identify/develop VERA 

candidates for regulatory 
applications  

Test Stand Deployment 
• Evolve selection process 
• Establish multiple Test Stands 
• Derive maximum CASL value 
• Establish more VERA Users 

TDO 

Ultimate goals:   Establish a user-base for VERA;  
Sustain the CASL technologies after Phase 2 
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Post-CASL Entity 

• TDO envisions a long-term sustaining body (called the “post-
CASL entity”)  
– Responsible for primary VERA distribution and user 

support 
– Manage the Virtual Reactor Working group  
– Facilitate VERA training 
– Coordinate further development of the VERA suite of tools 
– Liaison with other ModSim initiatives  

• TDO is investigating options for the post-CASL entity(or 
entities) 
– Accessible to all potential Users (as limited by export 

control) 
– Capable of providing support to all Users 
– Able to conduct continued outreach activities 
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Outreach 
Communication with the Nuclear Community 

• Nuclear community engagement is necessary for 
sustainability 

• TDO will work with CASL staff to more fully develop 
communication vehicles 
– Website   - Fact Sheets 
– TechNotes   - Journal Articles / Conference 

Papers 
• TDO plans to continue / expand engagements with selected 

groups 
– PWROG/BWROG 
– EPRI Fuel Reliability Program  
– NRC (led by PHI) 
– INPO Driving to Zero 

Recruit Users; Manage Expectations 
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Outreach 
Demonstrations, Workshops, Training 

• Demonstrations and Workshops will offer potential users 
the opportunity to work with VERA  
– CASL Industry and Science Councils 
– Selected industry conferences 
– Support for CASL Education Program  

• Training opportunities will be developed and coordinated 
with VMA and the Education Program 
– Materials developed will leverage already existing CASL-

edu materials 
– Summer school a possibility 
– Delivery vehicles to be investigated 
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Outreach 
Virtual Reactor Working Group 

• The Virtual Reactor Working Group is expected to serve as 
an administrative body to enable the sustained use and 
development of VERA  

• The VRWG is a forum for VERA users to: 
– Receive product information / updates 
– Receive software support for VERA 
– Participate and support  VERA’s Verification and 

Validation testing program 
– Provide input into VERA’s business, design, functional, 

and quality requirements 
– Obtain VERA training 

Sustain; Connect; Share; Collaborate 
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Release and Support 

• Releases are focused on providing a useful product to 
potential CASL users 

• VERA releases will occur at least annually 
– Development updates occurring more frequently 

• TDO will manage CASL internal VERA release process 
and release package bundling (software, 
documentation, etc) 
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Release and Support 

Support Tracking System 
• CASL has set up a dedicated support ticket system to track VERA 

bugs, issues, support requests, and suggestions submitted by 
users, support@casl.gov 
– Configured to track three types of tickets: 

• Problems 
• Support requests 
• Suggestions 

– Procedures and contact lists for handling support requests are 
in place and being used 

First Line Technical Support 
• For common installation/setup/execution issues, TDO will field 

requests. 
• In-depth requests will be dispositioned by TDO 

 

 

mailto:support@casl.gov
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Phase 2 Test Stands 

• CASL Test Stands have been successful 
– Provides opportunity for feedback 
– Exercises the codes in extended areas 
– Offers potential for additional validation 
– Develops User support strategy 

• TDO goal is one Test Stand per year 
• In Phase 1, Test Stands were piloted by CASL 

Founding Partners. 
• In Phase 2, the focus will turn towards “External” 

hosts 
– New Phase 2 CASL Partners 
– Non-CASL participants 

 

 
Test stands will support validation efforts 

in Phase 2 
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Test Stand Selection Process 
• In Phase 1 a process was developed to select Test Stand topics 

– In Phase 2, the process will be revisited to ensure it fully 
addresses external hosts 

• Selection of External Test Stand hosts in Phase 2 will 
consider: 
– Fit with CASL milestones 
– Validation potential 
– Expansion of User Group 
– Cost share 

• Test Stand participants will progressively require user 
support 
– Motivates the Working Group and CASL support systems 

• Compute resources may be provided by CASL 
– Preference is for host to utilize their own resources or apply 

for resources using established HPC programs 
– Cloud option a possibility 



15 

15 
CASL Symposium: Celebrating the Past – Visualizing the Future  Asheville, NC July 7-9, 2015 

TDO Accomplishments 
Release 

• VERA 3.3 Release completed! 
– Includes MPACT, Cobra-

TF, BISON-CASL, Exnihilo 
– TDO supported 

considerable testing and 
review 

– Currently distributed by 
RSICC 

• Significant progress made in 
licensing and export control 
– Non-commercial licenses 

are available 
– Commercial licenses are in 

negotiation 
– Export control process is in 

place 
– Awaiting DOE EC 

determination for VERA 
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TDO Accomplishments 
Distribution 

• VERA 3.3 distributed to external users 

– Bechtel Marine Propulsion Corporation (BMPC) 

– AREVA Test Stand 

• More users are near receiving licenses 

– UC Berkeley 

– University of Illinois 

– Others 

• Distribution will be managed to balance support 

needs and availability 
 



17 

17 
CASL Symposium: Celebrating the Past – Visualizing the Future  Asheville, NC July 7-9, 2015 

TDO Accomplishments 
VERA Training Workshops 

• 3 VERA Training 
Workshops held in FY15 
– Dry run for ANFM at 

ORNL; 15 ORNL & TVA 
attendees 

– ANS ANFM conference, 
April 1, 2015; 20 
attendees 

– Student summer 
workshop; 28 CASL 
students attended 

• A progression of tutorials was developed utilizing 
neutronics and coupled neutronics/subchannel T-H 

• Lessons support multiple platforms and cover input, 
simulation, and visualization 

• Tutorials to be expanded in FY16 
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TDO Accomplishments 
Post CASL Entity Business Case 

• Strategy for Post CASL Entity 
– Determine market for CASL tools 

• Investigate potential use cases  
(risk assessment, safety analysis, margin assessment) 

• Understand plans for use, including regulatory licensing 
• Assess the value associated with the use cases 

– Develop revenue model based on market 
• Identify revenue streams 

(e.g., funded/commercial projects, license fees, user group fees)  
• Use existing experience (RELAP5, ISVs) to benchmark strategy 

– Determine staff and compute resource costs needed to satisfy 
market needs 

– Build business plan for sustaining VERA  indefinitely 
• Identify resources for maintenance and future enhancements 
• Specify HPC resources needed 
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TDO Accomplishments 
Post CASL Entity Business Case 

• Early Market Analysis completed 
– Several strategies considered including Use Case and Working 

Group models 
– Domestic applications selected for conservatism 

• DOE software working group revenue models 
reviewed for benchmarking 

• Revenue estimates varied from 500K to 2.0M USD 
annually 
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TDO Accomplishments 
Post CASL Entity Business Case 

• Work continues with a market analysis with North 
Carolina State University 

• Analysis will have several phases 
– Industry map 
– CASL/VERA capabilities 
– Ideation sessions 
– Industry interviews 
– Financial analysis 
– Report 

• Industry feedback is needed for this task 
– If contacted, your time is appreciated! 
– If you have ideas, let us know 
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TDO Planned Milestones 
Year Category Description 

1 Business  
operations 

Establish a business case, identify and evaluate 
options for the post-CASL entity, determine 
mode of recruitment, and suggest requirements 
for post-CASL entity 

2 

Business  
operations Provide options for the post-CASL entity 

Working Group Establish the Advanced ModSim Working 
group 

Training VERA Training Pilot 
Test Stands External Test Stand (key industry stakeholder) 

3 Release “Unlimited” VERA release only restricted by 
DOE regulations and US export control laws 

5 
Business 
operations 

Finalize transition of CASL-supported 
functions to post-CASL entity (e.g., Give keys to 
post-CASL entity) 

Release Final CASL VERA Release 
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Summary 

• TDO will be the liaison between CASL Users and 
CASL developers 

• Early Phase 2 TDO tasks will build the framework 
for the eventual transition of CASL to the nuclear 
power community 

• Strong collaboration among CASL team, Industry 
Council, and potential users is needed to realize 
TDO goal 

• Strong outreach to industry, with goal of wide use of 
VERA by industry 

TDO seeks to make CASL products  
‘used and useful’ to the nuclear community 



Celebrating the Past 
Visualizing the Future 

 
Welcome to CASL Phase 2! 
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Thank you to our Sponsors! 
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Thank you for the organizers! 

• Linda Weltman 
• Hermine Kabbendjian 
• ORNL Conference Office 
• Renaissance Hotel Staff 
• A/V Support team 
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Thank you to the speakers! 



Celebrating the Past 
Visualizing the Future 

 
An Extensive Overview of 

VERA-CS 
 
 
 



Celebrating the Past 
Visualizing the Future 

 
Examination of all 183 
Watts Bar 1 Flux Maps 
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CASL Awards 
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SQUIRE AND KNIGHT 
AWARDS 

Recognizing outstanding technical contributions 
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CASL SQUIRES 
(nominees for Knight Award) 

 
• FMC – Nathan Capps 
• RTM – Ben Collins 
• PHI – Ben Collins 
• TDO – Rose Montgomery  
• THM – Ben Magolan  
• VMA – Fausto Franceschini  
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KNIGHT SWEARING IN 
CEREMONY 

Congratulations 
Ben Collins! 
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CASL JESTER AWARD 

Recognizing undue energy and 
enthusiasm, positive attitude, and 

positively affecting those around him/her. 
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CASL JESTER AWARD 

Congratulations 
Rose Montgomery 



Science, the Endless Frontier 
Revisited… 



1950s and 1960s 
l  During the years following the Great Depression and 

World War II, the United States launched a massive 
effort to invest heavily in both education and research.  
l  The G.I. Bill (Serviceman’s Readjustment Act) 
l  Truman Commission 
l  California Master Plan 
l  Vannevar Bush: Science, the Endless Frontier 





Science, the Endless Frontier





Key Elements of  
Science the Endless Frontier  
l  The importance of government support of research 
l  The government-university-industry partnership 
l  The practice of federal support of competitive, peer-

reviewed grants, and a framework for contractual 
relationships between universities and government 
sponsors. 

l  The support of investigators to engage in research of 
their own choosing in the hope that significant benefits 
would accrue to American society in the forms of military 
security, public health, and economic prosperity.  













Science, the Endless Frontier 

1945:  Science, the Endless Frontier, Vannevar Bush 

1950: National Science Foundation Act 

 The National Science Foundation 

 The National Science Board 

1950s --> 

 The government-university-industry partnership 

 The evolution of the “research university” 
 Growth in the R&D budgets of mission agencies 











Examples of Early Impact 
of U.S. Science Policy 















A New Century Has Brought 
New Worries 



The Context 

l  Demographics, globalization, technological 
change 

l  Global, knowledge-driven economy 
l  Out-sourcing, off-shoring, inadequate 

diversity 
l  Importance of technological innovation to 

economic competitiveness and national 
security 





Another concern… 
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R&D as a Share of GDP by Funder
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Source: National Science Foundation, National Patterns of R&D Resources series. © 2015 AAAS



The Media: A Gathering Storm 
l  William Broad: “The US has started to lose its worldwide 

dominance in critical areas of science and innovation. 
Europe and Asia are making large investments in 
physical science and engineering research, while the US 
has been obsessed with biomedical research to the 
neglect of other areas.” 

l  Tom Friedman: “The US is not graduating the volume of 
scientists and engineers, we do not have a lock on the 
new ideas, and we are either flat-lining or cutting back 
our investments in physical science and engineering. We 
are losing our competitive edge vis-à-vis China, India, 
and other Asian tigers.” 



NAE Committee 

Assessing the Capacity of the U.S. 
Engineering Research Enterprise 





Charge 

To conduct a "fast-track" evaluation of  
l  1) the past and potential impact of the U.S. 

engineering research enterprise on the 
nation's economy, quality of life, security, and 
global leadership; and  

l  2) the adequacy of public and private 
investment to sustain U.S. preeminence in 
basic engineering research. 



NAE Committee 

l  James J. Duderstadt 
l  Erich Bloch 
l  Ray M. Bowen 
l  Barry Horowitz 
l  Lee L. Huntsman 
l  James Johnson 
l  Kristina M. Johnson 
l  Linda Katehi 

l  David C. Mowery 
l  Cherry A. Murray 
l  Malcolm R. O'Neill 
l  George Scalise 
l  Ernie Smerdon 
l  Robert F. Sproull 
l  David Wormley 
l  Proctor P. Reid 



Recommendations 

l  Balancing Federal R&D Portfolio 
l  Re-establishing Basic Engineering Research 

As A Priority of Industry 
l  Strengthening Linkages Between Industry 

and Research Universities 
l  Human Capital 
l  Discovery-Innovation Institutes 



U.S. Leadership in Innovation 
will Require Changes 

l  In the way research is prioritized, funded, and 
conducted. 

l  In the education of engineers and scientists. 
l  In policies and legal structures such as 

intellectual property. 
l  In strategies to maximize contributions from 

institutions (universities, CR&D, federal 
agencies, national laboratories) 





Discovery Innovation Institutes 

To address the challenge of maintaining the nation’s 
leadership in technological innovation, the committee 
is convinced that a bold, transformative initiative is 
required. To this end, we recommend the 
establishment of multidisciplinary Discovery-Innovation 
Institutes on university campuses  designed to perform 
the engineering research that links fundamental 
scientific discovery with the technological innovation to 
create the products, processes, and services needed 
by society.





Discovery-Innovation Institutes 

l  Like corporate R&D laboratories, they would link 
fundamental discoveries with the engineering research 
necessary to yield innovative products, services, and 
systems, but while also educating the next generation 
technical workforce. 

l  Like academic medical centers they would bring 
together research, education, and practice. 

l  Like agricultural experiment stations and cooperative 
extension services (the “Land Grant” paradigms), they 
would be responsive to societal priorities and closely 
coupled to the marketplace. 







New wine from old bottles… 
l  The proposed network of regional energy discovery-

innovation institutes is remarkably similarly to the 
“agricultural and mechanics” experiment stations 
established by the Hatch Act of 1887, both in spirit and in 
structure. 

l  These would involve a partnership among research 
universities, business and industry, entrepreneurs and 
investors, and federal, state, and local government. 

l  The energy discovery-innovation institutes would conduct the 
research, development, and commercialization of new 
energy technologies necessary to build a sustainable 
national energy infrastructure for the 21st century while 
stimulating strong regional economic growth and job 
creation. 



In summary 

l  DIIs would be engines of innovation that 
would transform institutions, policy, and 
culture and enable our nation to solve critical 
problems and maintain leadership in a global, 
knowledge-driven society. 

l  The DII proposal is designed to illustrate the 
bold character and significant funding level 
we believe are necessary to secure the 
nation's leadership in technological 
innovation. 



The Brookings  
Next Energy Project 









DOE SEAB Study 
l  "America cannot retain its freedom, way of life, or 

standard of living in the 21st century without secure, 
sustainable, clean, and affordable sources of energy. 

l  America can meet its energy needs if and only if the 
nation commits to a strong and sustained investment in 
research, and if we translate advancing scientific 
knowledge into practice. 

l  The nation must embark on a major research initiative to 
address the grand challenge associated with the 
production, storage, distribution, and conservation of 
energy as an urgent national priority." 



Existing R&D paradigms are not 
up to the task… 
l  DOE SAEB Study: "DOE has a historically poor 

reputation as badly managed, excessively fragmented, 
and politically unresponsive". 

l  "The organizational separation of DOE's basic and 
applied energy research programs makes the migration 
of basic research findings to applied research solutions 
difficult and undisciplined." 

l  DOE is characterized by stovepipe organizations that are 
all too frequently risk-adverse and parochial. 

l  DOE labs lack broader expertise in nontechnological 
issues (legal, business, public policy, social sciences, 
education) 



So what have we done thus far? 
l  Over the past two decades, energy research has actually 

been sharply curtailed by the federal government (75% 
decrease), the electrical utility industry (50%), and the 
domestic automobile industry (50%). 

l  Today the federal government effort in energy R&D is 
less than 20% of its level during the 1980s. 

l  Despite the fact that a major increase in energy research 
was intended to be a major component of both the 
America Innovation Initiative and the America 
COMPETES Act, this has largely been ignored by the 
current administration. 







6x gap 



How much energy R&D? 

l  Federal R&D efforts 
l  NASA: $12 B/y 
l  NIH: $31 B/y 
l  DOD: $84 B/y 
l  DOE energy: $2 B/y 

l  Sector size 
l  Health care: $2.3 trillion 
l  Defense: $0.7 trillion 
l  Energy: $1.4 trillion 



How much energy R&D? 

l  Federal R&D efforts 
l  NASA: $12 B/y 
l  NIH: $31 B/y 
l  DOD: $84 B/y 
l  DOE energy: $2 B/y 

l  Sector size 
l  Health care: $2.3 trillion 
l  Defense: $0.7 trillion 
l  Energy: $1.4 trillion 

l  These comparisons suggest federal energy R&D should be in the 
range of $30 to $40 billion/year, at least an order of magnitude 
higher than current levels of federal investment! 



The scale of the energy challenge 
l  Growing global energy demand will require over $16 

trillion in capital investments over next two decades. 
l  To meet the projected growth in electricity demand, the 

world will need to bring online a new 1,000 Mwe 
powerplant every day. 

l  Clearly this requires a federal R&D effort comparable in 
scale to the Manhattan Project or the Apollo program. 



The scale of the energy challenge 
l  Growing global energy demand will require over $16 

trillion in capital investments over next two decades. 
l  To meet the projected growth in electricity demand, the 

world will need to bring online a new 1,000 Mwe 
powerplant every day. 

l  Clearly this requires a federal R&D effort comparable in 
scale to the Manhattan Project or the Apollo program. 

l  But this is quite different from putting a man on the 
moon! Rather it involves building an entirely new 
economic sector focused on sustainable energy 
technologies. 



New paradigms are required 
l  Appropriate to respond to the urgency, scale, and 

complexity of the energy challenge. 
l  Highly multidisciplinary, extending beyond technology 
l  Highly innovative commercialization approaches capable 

of rapid deployment into the marketplace 
l  Intimate partnerships among multiple players–federal 

agencies and labs, research universities, established 
industry, entrepreneurs, and the investment community. 

l  A new research culture based on nonlinear flow and 
activity among a scientific discovery, technological 
innovation,entrepreneurial business development, and 
legal, social and political imperatives. 







The “Next Energy” Plan 
l  Brookings Institution ("Blueprint for American Prosperity") 
l  Big 10, Pac 10, (plus U. Colorado, U. New Mexico) 
l  Co-chairs: Gordon Gee (OSU); Michael Crow (ASU) 
l  VPRs: UM, OSU, UW, UI, ASU, CU, UCLA, UW 
l  Drafting Team (JJD chair): 

l  Big 10: Energy faculty (UM, UW, UI, OSU, MSU,…) 
l  Pac 10: VPs-Research (ASU,UW,UCLA,CU,UCSD) 
l  Vetting by industry, DOE labs, federal policy 

wonks… 
l  Target Date for Brookings rollout: early December 2008! 



The Proposal 
l  A National Energy Research Network: 
l  Create a highly coordinated national network of 

discovery-innovation institutes focused on energy 
research. 

l  Each located adjacent to a major research university. 
l  Organized into clusters addressing the particular 

challenges faced by various regions of the nation. 



More specifically 
l  Each discovery-innovation institute would be created as 

a Federal R&D Center with core support from multiple 
federal agencies growing to $200 M/y. 

l  With additional support from state governments, industry, 
investment community, foundation, and university 
sources. 

l  Organized into regional clusters managed by a university 
consortium with strong participation from the private 
sector. 

l  And highly integrated using rapidly evolving 
cyberinfrastructure and virtual organizational structures 
(similar to the Blue Waters petascale effort). 



Energy Discovery- 
Innovation Institutes 





Regional characteristics 
l  Great Lakes: Energy-intensive economy (manufacturing, 

agriculture, transportation); large urban populations; few 
national laboratories; major research universities 

l  Mountain West: fragile ecosystems; highly dispersed 
populations; significant primary energy sources; strong 
potential for solar and wind energy; numerous national 
laboratories 

l  Northeast, Southeast, Midwest, … 





NREN: A response to the energy 
challenges of the 21st Century. 

l  The proposed National Energy Research Network of 
regional energy discovery-innovation institutes is 
remarkably similarly to experiment stations established 
by the Hatch Act of 1887, both in spirit and in structure. 

l  These would involve a partnership among research 
universities, business and industry, entrepreneurs and 
investors, and federal, state, and local government. 

l  The energy discovery-innovation institutes would conduct 
the research, development, and commercialization of 
new energy technologies necessary to build a 
sustainable national energy infrastructure for the 21st 
century while stimulating strong regional economic 
growth and job creation. 



The “Next Energy” Plan 
l  Brookings Institution ("Blueprint for American Prosperity") 
l  Big 10, Pac 10, (plus U. Colorado, U. New Mexico) 
l  Co-chairs: Gordon Gee (OSU); Michael Crow (ASU) 
l  VPRs: UM, OSU, UW, UI, ASU, CU, UCLA, UW 
l  Drafting Team (JJD chair): 

l  Big 10: Energy faculty (UM, UW, UI, OSU, MSU,…) 
l  Pac 10: VPs-Research (ASU,UW,UCLA,CU,UCSD) 
l  Vetting by industry, DOE labs, federal policy 

wonks… 
l  Obama transition team 

l  Rollout: National Press Club, February 9 



Another Opportunity (2008) 
l  A New Administration 

l  Obama Science Team 
l  John Holdren, Kei Koizumi, Tom Kalil 
l  Steve Chu, Kristina Johnson, Steve Koonin 
l  Carol Browner 

l  Meetings: Koizumi, Chu, Kalil, … 
l  Congress 

l  Bart Gordon 
l  Henry Waxman (replaced Dingell), Markey 







Followup 
l  Administration 

l  Obama Science Team 
l  John Holdren, Kei Koizumi, Tom Kalil 
l  Steve Chu, Kristina Johnson, Steve Koonin 
l  Carol Browner 

l  Meetings: Koizumi, Chu, Kalil, … 
l  Congress 

l  Bart Gordon 
l  Henry Waxman (replaced Dingell), Markey 



























The Worries Remain… 
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The danger signs 
l  Federal policies no longer place a priority on 

university research and graduate education. 
l  In the face of economic challenges and the priorities of 

aging populations, states no longer are either capable or 
willing to support their public research universities at 
world-class levels . 

l  Business and industry have largely ceded their basic 
research to research universities but with only minimal 
corporate support. 

l  Research universities themselves have failed to achieve 
the cost efficiency and productivity enhancement in 
teaching and research required of an increasingly 
competitive world.  
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The Key Themes 
l  Revitalizing the partnership: The first four actions will 

strengthen the partnership among federal and state 
governments, business and philanthropy, and 
universities. 

l  Strengthen the institutions: The next three actions will 
streamline and improve productivity of research. 

l  Build talent: The final three actions will strengthen 
educational opportunity at the K-12, undergraduate, and 
graduate level for the best students, both American and 
from around the world. 



Early National Academy Progress 
l  Launch of National Commission to assess impact of 

unnecessary regulation on universities 
l  Release of new study on reforming graduate and 

postdoctoral education 
l  Alignment with other efforts (e.g., American Academy of 

Arts and Science studies) 
l  Building political support for achieving and sustaining 

goals of America COMPETES Act and NIH budget 
doubling 

l  Building state-based approach to stimulating federal 
matching grants programs for faculty and facilities 

l  Reform of U.S. immigration policies (Staple Act)??? 











Supercomputing 
(without FLOPS) – Quantum Computing 

 
 
 

CASL Symposium 
Asheville, NC 
July 9, 2015 
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Electronics  April 19, 1965 
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Moore’s Law 
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• “The complexity for minimum component costs has increased at a rate of 
roughly a factor of two per year. Certainly over the short term this rate can be 
expected to continue, if not increase. Over the longer term, the rate of 
increase is a bit more uncertain, although there is no reason to believe it will 
not remain nearly constant for at least 10 years.” 
 

• A decade later in 1975 Moore revised the forecast: the number of components 
on a chip would “approximate a doubling every two years”, rather than every 
year 
 

• Shortly after 1975, Cal Tech Professor Carver Mead popularized the term 
“Moore’s Law” 

 
 
 

Moore’s Law, part 1 and 2 
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• “Traditional” Systems 

• GPU’s and friends 

• Neuromorphic Computers 

• Quantum Computers 

  

Toward Faster Computers 
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•  “Universal” (Gate Model) 
•  Adiabatic Quantum Computer (AQC) 
•  Topological 
•  “One-way” 
•  Others? 

Potential Types of Quantum Computers 
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•  Factor big numbers (Shor’s Algorithm) 
•  Search random databases (Grover’s 

Algorithm) 
•  Simulate quantum physical processes – 

interactions between atoms and molecules 
•  and ? 

What could they do? 
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• Superconductor-based quantum computers (including SQUID-based quantum computers - qubit 

implemented by the state of small superconducting circuits (Josephson junctions)) 
• Trapped ion quantum computer (qubit implemented by the internal state of trapped  ions) 
• Optical lattices (qubit implemented by internal states of neutral atoms trapped in an optical lattice) 
• Quantum dot computer, spin-based (e.g. the Loss-DiVincenzo quantum computer  - qubit given by 

the spin states of trapped electrons) 
• Quantum dot computer, spatial-based (qubit given by electron position in double quantum dot) 
• Nuclear magnetic resonance on molecules in solution (liquid-state NMR - qubit provided by nuclear 

spins within the dissolved molecule) 
• Solid-state NMR Kane quantum computers (qubit realized by the nuclear spin state 

of phosphorus donors in silicon) 
• Electrons-on-helium quantum computers (qubit is the electron spin) 
• Cavity quantum electrodynamics (CQED - qubit provided by the internal state of trapped atoms 

coupled to high-finesse cavities) 
• Molecular magnet (qubit given by spin states) 
• Fullerene-based ESR quantum computer (qubit based on the electronic spin of atoms or molecules 

encased in fullerenes) 
• Linear optical quantum computer (qubits realized by processing states of different modes of light 

through linear elements e.g. mirrors, beam splitters and phase shifters) 
• Diamond-based quantum computer  (qubit realized by electronic or nuclear spin of nitrogen-vacancy 

centers in diamond) 
• Bose–Einstein condensate-based quantum computer 
• Transistor-based quantum computer – string quantum computers with entrainment of positive holes 

using an electrostatic trap 
• Rare-earth-metal-ion-doped inorganic crystal based quantum computers (qubit realized by the 

internal electronic state of dopants in optical fibers) 

Implementation Possibilities (Wikipedia) 

https://en.wikipedia.org/wiki/Superconductor
https://en.wikipedia.org/wiki/SQUID
https://en.wikipedia.org/wiki/Josephson_junctions
https://en.wikipedia.org/wiki/Trapped_ion_quantum_computer
https://en.wikipedia.org/wiki/Optical_lattice
https://en.wikipedia.org/wiki/Quantum_dot
https://en.wikipedia.org/wiki/Loss-DiVincenzo_quantum_computer
https://en.wikipedia.org/wiki/Loss-DiVincenzo_quantum_computer
https://en.wikipedia.org/wiki/Loss-DiVincenzo_quantum_computer
https://en.wikipedia.org/wiki/Loss-DiVincenzo_quantum_computer
https://en.wikipedia.org/wiki/Loss-DiVincenzo_quantum_computer
https://en.wikipedia.org/wiki/Quantum_dot
https://en.wikipedia.org/wiki/Nuclear_magnetic_resonance
https://en.wikipedia.org/wiki/Nuclear_spin
https://en.wikipedia.org/wiki/Nuclear_spin
https://en.wikipedia.org/wiki/Kane_quantum_computer
https://en.wikipedia.org/wiki/Phosphorus
https://en.wikipedia.org/wiki/Electron_donor
https://en.wikipedia.org/wiki/Silicon
https://en.wikipedia.org/wiki/Helium
https://en.wikipedia.org/wiki/Cavity_quantum_electrodynamics
https://en.wikipedia.org/wiki/Finesse
https://en.wikipedia.org/wiki/Molecular_magnet
https://en.wikipedia.org/wiki/Molecular_magnet
https://en.wikipedia.org/wiki/Fullerene
https://en.wikipedia.org/wiki/Electron_paramagnetic_resonance
https://en.wikipedia.org/wiki/Endohedral_fullerene
https://en.wikipedia.org/wiki/Endohedral_fullerene
https://en.wikipedia.org/wiki/Linear_optical_quantum_computing
https://en.wikipedia.org/wiki/Normal_mode
https://en.wikipedia.org/wiki/Beam_splitter
https://en.wikipedia.org/wiki/Phase_shift_module
https://en.wikipedia.org/wiki/Diamond-based_quantum_computer
https://en.wikipedia.org/wiki/Diamond-based_quantum_computer
https://en.wikipedia.org/wiki/Diamond-based_quantum_computer
https://en.wikipedia.org/wiki/Diamond-based_quantum_computer
https://en.wikipedia.org/wiki/Nitrogen-vacancy_center
https://en.wikipedia.org/wiki/Nitrogen-vacancy_center
https://en.wikipedia.org/wiki/Nitrogen-vacancy_center
https://en.wikipedia.org/wiki/Nitrogen-vacancy_center
https://en.wikipedia.org/wiki/Bose%E2%80%93Einstein_condensate
https://en.wikipedia.org/wiki/Bose%E2%80%93Einstein_condensate
https://en.wikipedia.org/wiki/Bose%E2%80%93Einstein_condensate
https://en.wikipedia.org/wiki/Dopant
https://en.wikipedia.org/wiki/Optical_fiber
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How it Works 
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Left                Brain  
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Left & Right Brain 
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• Right Brain 
• Instinctual 
• Quantum Analog Search 
• Collapse to a Solution 

D-Wave Systems 

Left & Right Brain Computing  

• Left Brain 
• Process 
• Digital 
• Iterate to a Solution 

Classical Systems 
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                   Intel 64                        D-Wave 
Performance (GFLOPS) ~20 (12 cores)  0 
Precision (bits)      64   4-5 
MIPS         ~12,000 (12 cores)             0.01 
 
Instructions   245+ (A-M) 
    251+ (N-Z)  1 
 
Operating Temp.  67.9° C   -273° C 
Power Cons.   100 w +/-  ~0 
 
Devices   4B+ transistors         500 qubits 
 
Maturity   1945-2015            ~1950’s 
 

But, It Is Fundamentally Different Than 
Anything You’ve Ever Done Before! 
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Mission 

To help solve the most challenging problems 
in the multiverse: 

 
•  Optimization 
 

•  Machine Learning 
 

•  Monte Carlo/Sampling 
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Analysis  

Engineering 

Science 

Research 

… 

Complete Brain Computing 

Optimization/ 
Decision 
Support 

Constraint 
Satisfaction Sampling Deep 

Learning 
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Better Answers for Hard Problems 

Graph 
Coloring 

Factoring 

V&V 

Constraint 
Satisfaction 

Monte  
Carlo 

Financial 
Modeling 

Filtering 

Sampling 

Scaling Error 
Treatment 

Topology 

Quantum 
Research 

Optimization/ 
Decision 
Support 

Scheduling Logistics 

Planning 

Deep 
Learning 

Structured 
Prediction 

Boltzmann 
Machines 



© 2015 D-Wave Systems Inc. All Rights Reserved   |    21   

D-Wave Systems  

• Exploit quantum mechanical effects 

• Built with “qubits” rather than “bits”  

• Operate in an extreme environment 

• Enable certain quantum algorithms to 
solve very hard problems 

Quantum 
Processor 
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Quantum Effects on D-Wave Systems 

Superposition 

Entanglement 

Quantum Tunneling 
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D-Wave Container -“SCIF-like” - No RF 
Interference 
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Processor Environment 

• Cooled to 0.02 Kelvin, 150x colder than 
interstellar space 

• Shielded to 50,000× less than Earth’s 
magnetic field 

• In a high vacuum: pressure is 10 billion 
times lower than atmospheric pressure 

• On low vibration floor 

• 15.5 kW total power consumption – for 
the next few generations 
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D-Wave Two Quantum Processor 

Qubits within red boxes 
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Processing Using D-Wave  

• A lattice of superconducting loops (qubits) 

• Chilled near absolute zero to quiet noise 

• User maps a problem into search for 
“lowest point in a vast landscape” which 
corresponds to the best possible outcome 

• Processor considers all possibilities 
simultaneously to satisfy the network of 
relationships with the lowest energy 

• The final state of the qubits yields the 
answer  
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Programming Model 

The system samples from the 𝑞𝑖 that minimize the objective 

QUBIT 𝒒𝒊 
Quantum bit which participates in annealing cycle and settles 
into one of two possible final states: 0,1  

COUPLER 𝒒𝒊𝒒j Physical device that allows one qubit to influence another qubit 

WEIGHT 𝒂𝒊 
Real-valued constant associated with each qubit, which 
influences the qubit’s tendency to collapse into its two possible 
final states; controlled by the programmer 

STRENGTH 𝒃𝒊𝒋 
Real-valued constant associated with each coupler, which 
controls the influence exerted by one qubit on another; 
controlled by the programmer 

OBJECTIVE 𝑂𝑂𝑂 
Real-valued function which is minimized during the annealing 
cycle 

𝑶𝒃𝒋(𝒂𝒊,𝒃𝒊𝒋;𝒒𝒊) = �𝒂𝒊
𝒊

𝒒𝒊 + �𝒃𝒊𝒋𝒒𝒊
𝒊𝒋

𝒒𝒋  
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Programming Environment 

• Operates in a hybrid mode with a HPC System or Data 
Analytic Engine acting as a co-processor or accelerator 

• D-Wave system is “front-ended” on a network by a 
standard server 

• User formulates problem as a series of Quantum 
Machine Instructions (QMIs) 

• Front end sends QMI to quantum processor (QP) 
• QP starts to sample  from the distribution of bit-strings 

defined by the QMI 
• Results are returned to the front-end and on to the user 
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ToQ 

Software Architecture 

QSage 

Quantum Machine Instruction 

Application Program 

C, C++, Python, Fortran, 
MATLAB interface 

Items in italics are under development 
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Discrete Combinatorial Optimization Benchmarks 
Median Time to Find Best Solution 
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The D-Wave Two won’t solve all 
problems, but for some important 
problems it does very well 

Timing Benchmark – Smaller is Better 

D-WAVE II 
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Machine Learning: Binary Classification 

• Traditional algorithm 
recognized car about 84% of 
the time 

• Google/D-Wave Qboost 
algorithm implemented to 
recognize a car (cars have  
big shadows!) 

• “Quantum Classifier” was 
more accurate (94%) and 
more efficient 

• Ported quantum classifier 
back to traditional computer, 
more accurate and fewer 
CPU cycles (less power)! 
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SPECint Results Over Time 

*Source: http://preshing.com/20120208/a-look-back-at-single-threaded-cpu-performance 
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SPECint Results Over Time 
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D-Wave May Follow a Different Law 
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The Most Advanced Quantum Computer in 
the World 

10,000 
 
 
 

1,000 
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1 

Number 
of 

Qubits 

 D-Wave One  
   128 qubit  

D-Wave Two 
512 qubit  

28 qubit 

16 qubit 

4 qubit 

2002 2006 2010 2014 

Under Test 
1000 qubit 
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Integrated circuits will lead to such wonders as - 

•  home computers or at least terminals connected to a 

central computer 

•  automatic controls for automobiles 

• personal portable communications equipment 

•  the electronic wrist- watch needs only a display to be 

feasible today.  

  

Gordon Moore’s Other Predictions 
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Predictions 

"I think there is a world market for maybe five computers."  
                                        —Thomas Watson, president of IBM, 1943  
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Predictions 

"There is no reason anyone would want a computer in their home."  
                      —Ken Olsen, founder of Digital Equipment Corporation, 1977  
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Predictions 

"Almost all of the many 
predictions now being made 
about 1996 hinge on the 
Internet's continuing 
exponential growth. But I 
predict the Internet will soon 
go spectacularly supernova 
and in 1996 catastrophically 
collapse."  
                                                                                               
                    —Robert Metcalfe 
           Founder of 3Com, 1995  
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Predictions 

"Apple is already dead."  
—Nathan Myhrvold, Microsoft CTO, 1997  
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Predictions 

“Two years from now, spam will be solved.“  
                           —Bill Gates, founder of Microsoft, 2004  
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SANDIA REPORT 



 
Questions, comments or advice? 
 
 



Progress on  
VERA Deployment 

and Sustainability of 
CASL Technology  

Rose Montgomery, TVA 
TDO Focus Area Deputy Lead 

 
CASL Symposium 

Asheville, NC July 7-9, 2015 
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CASL Symposium: Celebrating the Past – Visualizing the Future  Asheville, NC July 7-9, 2015 

CASL Goals for Deployment 
and Sustainability 

• Continuing to engage the nuclear industry through the existing 
and expanded partnership; 

• Addressing current and near-term issues of importance to the 
nation’s nuclear energy infrastructure;  

• Providing a rationale for equitable government-industry funding 
support;  

• Integrated to the extent possible with other DOE programs; 
• Providing benefits across the nuclear community and continue 

beyond the DOE-sustained primary development period. 
 

Actively pursue broad deployment of CASL 
Technology and ensure sustainability 
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The CASL Technology User 
Community 

• Engineering users 
– Vendors 
– Nuclear utilities 
– EPRI 
– Regulators 
– Consultant/support 

companies 
• Academic users 

– Classroom 
– R&D 

• Research users 
– National Lab 
– Universities 
– EPRI 
– Regulators 

• U.S. citizens & LPRs 
• Everybody else as 

categorized by U.S. 
export control 
regulations 
– DOE 
– Commerce 
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Four Faces of VERA 
 (not a bad movie from the 70s) 

Source: JA Turner 
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Proposed Elements of a CASL  
Deployment & Sustainability 

Strategy  

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 

 
Draft strategy document being developed 
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Deployment & Sustainability  
Strategy Elements 

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 
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Pervasive early community 
familiarization with VERA 

• Through . . .  
– CASL publications 
– the Education program 
– training workshops 
– selected ANS conference  

participation 
– Selected EPRI meeting  

workshops/demonstrations 
– Science Council  
– Industry Council 
 A key CASL strategy already in progress 
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Pervasive early community 
familiarization with VERA 

CASL’s Watts Bar benchmark 
is now being used as a gold 

standard calculation 
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Deployment & Sustainability  
Strategy Elements 

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 
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Selected planned  
early deployments 

• VERA use among the CASL 
partnership 

• CASL test stands 
• Selected demonstrations by 

CASL pilot projects or CASL test 
stands 

• Deployment of VERA through the 
CASL Education program 

• R&D use through selected 
aligned DOE programs (NEAMS, 
ATF) [and vice-versa] 

Active deployment during phase 1, to be 
continued in phase 2 

Results from the Westinghouse AP1000 Test 
Stand published in NEI Magazine, May 2014 
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Selected planned  
early deployments 

Metric Quantity 
Individuals engaged with CASL >350 
Institutions engaged with CASL >50 
External requests for VERA 19 
Formal VERA releases to RSICC 2 
VERA deployments/installations 
(excluding developers) 5 

User support tickets 31 
VERA Test Stands 4 
Other programs using VERA 
components NEAMS, FCRD 

June, 2015 
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Deployment & Sustainability  
Strategy Elements 

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 
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Periodic VERA releases 

• VERA is being released on a regular cadence 
• User support has been structured and contact 

information is in place to support users 
– CSICAT tracking system 
– First line and in-depth tech support identified 

• Release readiness reviews are completed for 
each formal VERA release and are considered a 
value-added activity by the team 

• Industry-level configuration control not 
implemented (or expected) during CASL active 
R&D 

• Bug notifications to users not yet implemented 

More in-depth planning is needed 
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Deployment & Sustainability  
Strategy Elements 

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 
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… developing instead  
something more like this… 

Source: JA Turner 
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Combinations for Applications 

• Basic psuedo-steady state core simulation 
– MPACT/Insilico + CTF  + VERAin + VERAout + PETsc + coupled 

driver 

• Benchmarking with MC solutions 
– SHIFT + VERAin + VERAout + PETsc 

• Core simulation with fuel performance 
– MPACT/Insilico+ CTF  + Bison-CASL + VERAin + VERAout + PETsc  

+ Trilinos + Moose + DTK + libmesh + coupled driver 

• Core simulation with CRUD (CIPS & CILC) 
– MPACT/Insilico + CTF  + Mamba/Mamba-BDM + VERAin + 

VERAout + PETsc + coupled driver 

• LOCA 
– MPACT/Insilico+ CTF  + Bison-CASL  + systems code + VERAin + 

VERAout + PETsc  + Trilinos + Moose + DTK + libmesh + coupled 
driver 

• Etcetera . . . .  
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Proposed VERA formats 
 targeted to user 

• CASL has discussed 
having at least 2 versions 
of VERA  
– The full version (with all 

available combinations) 
with source 

– And an educational version 

These versions are proposed here as an opportunity 
for further discussion and feedback 

• Propose 3 versions with “executable only” (binary) versions as 
an option 
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Proposed VERA formats 
 targeted to user 

• Three versions proposed based on user population and 
use case, with options on source/executable only 
versions: 
 

– VERA 
– VERA executable only 
 
– VERA.lite 
– VERA.lite executable only 

 
 

– VERA.edu executable only 
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Proposed VERA formats  
targeted to user - VERA 

• Research Users – may modify physics or underlying models, 
coupling, numerical solution features, etc  
– VERA:  full version with source  
– Can be used to incorporate portions of VERA with their own codes 
– Distributable to U.S. citizens and LPRs without constraint 

• Engineering Users– applying existing VERA models/configuration to 
predict core performance; working with a configuration controlled 
version (possibly using proprietary materials models) without need or 
desire to modify source 
– VERA: full version executable only 
– Used to run production level cases 
– Prefers to use built in templates (or examples) to execute cases 
– Needs recommendations on best parameter settings 
– Distributable to U.S. citizens and LPRs without 

constraint   
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Proposed VERA formats 
targeted to user – VERA.lite 

• Research Users who have restricted access due to export 
control 
– VERA.lite:  a reduced content version with source  
– Eliminate characteristics that restrict distribution wrt export 

control classification [it is not yet known if this is possible] 
 

• Engineering User who have restricted access due to export 
control 
– VERA.lite: reduced content version executable only 

Envisioned as a version available  
to most foreign nationals  
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Proposed VERA formats 
targeted to user – VERA.edu 

• Academic Users – using VERA with the educational modules 
– VERA.edu:  VERA executable only version with minimal 

capability to run the modules.  “Lite” version is necessary to 
allow for international student participation 
 

• Graduate level Academic Users – using VERA for research 
– VERA: full version with source for those that are approved for 

export control 
– VERA.lite for those with restricted access by export control 
 

Much more discussion is needed to finalize  
the versions and the VERA capabilities  
that would be included in each package 
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Deployment & Sustainability  
Strategy Elements 

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 
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Targeted VERA licenses  

• Government Use Agreement (GUA) 
– For use where the VERA user is doing work for the U.S. 

government that requires VERA 
– Term is the length of the government contract that it supports 
– Institution or individual (all individuals who will have access to 

VERA must be vetted for export control) 
– Available and in use 
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Targeted VERA licenses 

• Test and Evaluation (T&E) /  Academic (A) 
– Used where a potential VERA user is evaluating the applicability 

of VERA to their  
work scope / work flow 
• 6 to 12 month term typically applied 
• Institution or individual (all individuals who will have access to 

VERA must be vetted for export control) 
– Used in academic applications with VERA.edu 

• Longer term applied  (several years) 
• If the “lite” version becomes reality, all students should be able 

to utilize without individual vetting 
– Both available; T&E in use 
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Targeted VERA licenses 

• Commercial 
– The basic terms are drafted; not yet in use 
– Used when the work includes sales, consultation, provision of 

services, internal research & development related to 
commercial products or services, or any other commercial 
purposes 

– A fee structure must be established before a commercial 
license can be issued, and prior to fees being established the 
consortium must establish how funds will be distributed among 
the partnership and post-CASL entity 

– Licenses are currently handled through the ORNL Technology 
Transfer Office according to its current commercial licensing 
process.  Licensing guidelines and sample licenses can be 
found at http://www.ornl.gov/connect-with-ornl/for-
industry/partnerships/technology-licensing.   

http://www.ornl.gov/connect-with-ornl/for-industry/partnerships/technology-licensing
http://www.ornl.gov/connect-with-ornl/for-industry/partnerships/technology-licensing


26 

26 
CASL Symposium: Celebrating the Past – Visualizing the Future  Asheville, NC July 7-9, 2015 

Deployment & Sustainability  
Strategy Elements 

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 
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A VERA fee structure that 
encourages early adoption 

• The post-CASL entity will need 
to collect funds from the users,  
through VERA fees, working  
group fees, royalties, or other  
means in order to support  
continued development and  
deployment of VERA. 

• Early in life, the value of VERA  
to potential Users is lower than 
what they require as a minimum 
capability for adoption. 

• Incentives for early adoption 
should be considered. 

• A very low initial User fee, increasing with time, is suggested. 
 Yet to be researched 
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Deployment & Sustainability  
Strategy Elements 

• Pervasive early community familiarization with VERA 
• Selected planned early deployments 
• Periodic VERA releases 
• Targeted VERA formats  
• Targeted VERA licenses  
• A VERA fee structure that encourages early adoption 
• A post-CASL entity to provide long term sustainability 
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A post-CASL entity to provide 
long term sustainability 

• Technology Deployment and Outreach (TDO) focus area was 
established to ensure sustainability of CASL technology. 

• TDO has tagged the organization that will manage the CASL technology 
after DOE-funding is discontinued in 2020 as the “post-CASL entity.” 

• TDO has begun to study the organizational / financial aspects and 
options for the post-CASL entity; marketing analysis is ongoing and 
should provide some important guidance for sustainability. 
– RSICC maintenance, EPRI adoption/adaption, national lab adoption, vendor 

adoption/adaption, small business consulting & distribution service, etc?? 
• A Virtual Reactor Working Group (VRWG) will be formally organized in 

FY16. 

Initial VRWG membership is  
~158 individuals, ~22 institutions   
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In Summary. . .  

• Deployment & sustainability is a primary focus for CASL in phase 2 
• Defining an appropriate strategy to achieve broad community 

engagement and a pathway to 
sustainability of CASL technology 
is a key activity for phase 2 
– VERA versions, fee structure,  

and distribution of funds must  
be resolved in FY16 

• Early deployments and community 
familiarity with CASL and VERA  
are extremely important to  
establishing a core community of early VERA Users 

• The Technology Deployment & Outreach focus area will 
advocate for the Users and plan for sustainability of the CASL 
technology  

TVA’s  
Watts Bar NPP 
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