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ABSTRACT

Fully-consistent, full-core, 3D, deterministic neutron transport simulations using the orthogonal mesh code Denovo were run on the massively parallel computing architecture Jaguar XT5. Using energy and spatial parallelization schemes, Denovo was able to efficiently scale to more than 160k processors. Cell-homogenized cross sections were used with step-characteristics, linear-discontinuous finite element, and trilinear-discontinuous finite element spatial methods. It was determined that using the finite element methods gave considerably more accurate eigenvalue solutions for large-aspect ratio meshes than using step-characteristics.
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1. INTRODUCTION

Fully-consistent, three-dimensional, deterministic transport analysis of nuclear reactors is computationally expensive, in both time and memory. To solve these problems in a reasonable time period, deterministic codes have been developed to take advantage of massively parallel architectures. At Oak Ridge National Laboratory (ORNL), the three-dimensional, neutral-particle, orthogonal grid transport code Denovo [1] has been developed to utilize massively parallel machines, such as Oak Ridge Leadership Computing Facility’s (OLCF) Jaguar XT5*, a Cray XT5 supercomputer. Jaguar consists of 224, 256 AMD Opteron cores, has 300 terabytes of memory, and has a peak theoretical speed of 2.33 petaflops.

The goal of this work was twofold:

- Ensuring Denovo could be efficiently utilized to solve realistic reactor core models, and
- Evaluating the most appropriate spatial methods for different meshes.

The main concerns for modeling in Denovo were reactor input design, efficient scaling to hundreds of thousands of processors, memory limitations for large models, effects of orthogonal grid on accuracy, and visualization of output data.

2. DENOVO METHODOLOGY

Denovo has two general classes of $k$-eigenvalue solvers, power iteration and Arnoldi. These solvers can use a Krylov subspace or a Gauss-Seidel multigroup solver and can use a Krylov

*see http://www.nccs.gov.
subspace or a source iteration within-group solver. Denovo uses the Koch-Baker-Alcouffe (KBA) algorithm [2] for spatial parallelism and distributed energy groups for energy parallelism [3]. It supports forward and adjoint calculations and has multiple acceleration schemes. Whereas the KBA algorithm has been available for a number of years, the energy-set parallelism in Denovo is a recent development that we will briefly discuss.

We begin with a brief review of the fundamental solver strategies in Denovo; Ref. [1] can be consulted for full details. The multigroup $S_N$ equations for $k$-effective eigenvalue problems can be written in operator form as

$$L\psi = MS\phi + \frac{1}{k}M\chi f^T\phi. \quad (1)$$

The state of these equations is defined in angular flux moments, $\phi$, that are related to the discrete angular flux through

$$\phi = D\psi, \quad (2)$$

where $D$ is the discrete-to-moment operator that integrates discrete angles into angular flux moments using quadrature rules. $L$ is the first-order linear differential transport operator, $M$ is the moment-to-discrete operator that projects angular flux moments into discrete angle space, and $S$ is the group-to-group scattering matrix. In the eigenvalue form of the equation, $f^T$ is the rectangular matrix of fission cross sections, $\chi$ is the rectangular matrix of fission spectrums, and $k$ is the largest eigenvalue.

Operating by $T = DL^{-1}$ and rearranging terms, the eigenvalue problem becomes

$$(I - TMS)\phi = \frac{1}{k}TMF\phi, \quad (3)$$

where $F = \chi f^T$ is the fission matrix. The operator $L^{-1}$ can be formed into a lower-triangular system if one sweeps the space-angle grid in the direction of neutron travel. The resulting transport sweep is the operation that is parallelized using the KBA algorithm. This matrix is never formed in practice; only the action of the operator on a vector, $y = L^{-1}v$, is required.

For eigenvalue problems, we have implemented an Arnoldi solver using the Trilinos Anasazi package [4] that can (1) take full advantage of the energy parallelism and (2) be more efficient than power iteration. Arnoldi iteration requires the eigenproblem to be written in standard form:

$$Ax = \lambda x. \quad (4)$$

Arnoldi iteration can be implemented with either an energy-dependent or an energy-independent eigenvector as follows:

$$A\phi = k\phi, \quad A = (I - TMS)^{-1}TMF, \quad \text{ (energy dependent)}; \quad (5)$$

$$A\Gamma = k\Gamma, \quad A = f^T(I - TMS)^{-1}TM\chi, \quad \text{ (energy independent)}. \quad (6)$$

where $\Gamma = f^T\phi$. In either case, the implementation of the Arnoldi iteration requires a matrix-vector multiplication at each iterate of the form

$$y^k = Au^k. \quad (7)$$
For the energy-dependent case, we have
\[ z^k = \text{TMF}v^k, \quad \text{(matrix-vector multiply and sweep)}, \]  
\[ (I - \text{TMS})y^k = z^k, \quad \text{(fixed-source solve)}. \]  
Similarly, for the energy-independent eigenvector, the steps are
\[ z^k = \text{TM}\chi v^k, \quad \text{(matrix-vector multiply and sweep)}, \]  
\[ (I - \text{TMS})y^k = z^k, \quad \text{(fixed-source solve)}, \]  
\[ y^k \leftarrow f^T y^k, \quad \text{(dot product)}. \]  
Both methods require a fixed-source solve each iteration, i.e. Eqs. 9 and 11. The inner multigroup fixed-source problem is solved using the generalized minimal residual (GMRES) method.

Including energy in the GMRES vectors enables the following benefits:

- the energy variable is decoupled, allowing groups to be treated independently;
- Krylov subspace iteration is more efficient and robust than Gauss-Seidel iteration;
- preconditioning a Krylov iteration is generally more robust and stable than Gauss-Seidel acceleration.

Furthermore, including energy in the Krylov vector does not invalidate any of the existing sweep mechanics that are already implemented in Denovo.

For multigroup fixed-source problems in the form of Eq. (11), application of a Krylov method requires a full energy-space-angle sweep at each iteration to calculate the action of the operator on the \( k \)th Krylov basis vector, \( v^k \),
\[ y^k = (I - \text{TMS})v^k. \]  
We note that this vector is dimensioned \( v^k \equiv \{v^k_{g,c,n,l,m}\} \) where \( g \) is the energy group, \( c \) is the cell index, \( n \) is the spatial unknown index in the cell, and \( (l,m) \) are the spherical harmonic moment indices. The energy-independent approach allows only energy-domain parallelization over the fixed-source solve, and the eigenvalue solve is parallel only over space-angle. However, this decomposition is sometimes more efficient because the eigenvector is smaller, especially when work is dominated by the inner multigroup fixed-source solve.

Denovo employs a multilevel parallel scheme that is described in Ref. [3]. The \( S_N \) multilevel energy-space decomposition is illustrated in Fig. 1. In this decomposition, space is partitioned into blocks and energy is partitioned into sets. Each set contains the full mesh (all of the blocks) in order to eliminate space-angle coupling between sets. Every (block, set) combination is termed a domain. The total number of domains is currently the same as the number of MPI processes in a parallel job. Within each set, the space-angle partition is decomposed and solved using the well-known KBA wavefront algorithm. The benefit of using multiple sets is that KBA does not have to scale beyond \( O(1,000) \) processes because the multiset algorithm provides parallelism over energy.
3. BENCHMARK PROBLEM

3.1. Problem Description

We chose to model a typical Westinghouse 3,411 MWth four-loop pressurized water reactor (PWR) for these calculations. An initial startup quarter-core loading pattern was developed using three fresh fuel regions and discrete lumped burnable poison (BP) assemblies. The fuel enrichments for the design are 1.5, 2.5, and 3.0 wt% $^{235}$U/U. The BP assemblies contained 2.0% $B_4C$ with either 8, 12, or 16 rodlets per assembly. As in many first-cycle cores, the majority of the highest enriched fuel was positioned on the core periphery; and the lowest enrichment assemblies were placed in the core interior in a checkerboard pattern under control rod clusters. This loading pattern is displayed in Fig. 2.

The fuel dimensions used in the model are consistent with traditional Westinghouse $17 \times 17$ fuel, including the small inter-assembly gap. The core height is 12 feet, and the BP height is assumed to be equal to and aligned with the fuel column. Fuel, clad, and moderator densities and temperatures were chosen based on average full-power conditions, and the soluble boron concentration selected for the water moderator was 1,000 ppm. Finally, a homogeneous mixture of 40% moderator and 60% stainless steel was used as an axial and radial reflector material to simulate the neutron current at the core boundaries. Spacer grids and regulating control rod banks...
Figure 2. Core loading pattern where first number in each assembly is the $^{235}U$ enrichment and the second number (if shown) is the number of BPs.

were excluded from the model for simplicity.

Macroscopic cross sections in eight energy groups were created by sequences in the SCALE 6.1 [5] analysis package. The TRITON/NEWT sequence was used to collapse the microscopic cross sections from the built-in 238-group ENDF/VI structure to only eight groups using a 2D lattice problem-dependent flux spectrum. This new library was then provided to the CSASI sequence, which calculated the resonance self-shielded macroscopic cross sections from the one-dimensional continuous-energy pin cell code CENTRM. These cross sections were then provided directly to Denovo for the radiation transport calculation, which used $P_1$ scattering to perform the solve.

3.2. Denovo Problem Setup

In order to set up the problem inputs and run the problem on Jaguar, we used Denovo’s Python front end to create input files that were then used by Denovo’s high-performance computing front end to allow submission to the Jaguar queueing system. The variables that were changed for various runs were the spatial discretization method, the quadrature set, and the spatial mesh.

The spatial methods considered were the step-characteristics (SC), linear-discontinuous (LD) finite element, and the trilinear-discontinuous (TLD) finite element method [1]. We chose to use the rectangular quadruple range (QR) quadrature sets [6,7] and varied the number of polar levels in each octant between two and eight, and the number of points per polar level in each octant between four and eight. We describe the mesh using the 2D mesh in each pin cell and the axial mesh size. The 2D mesh varied from a $4 \times 4$ pin cell mesh up to a $12 \times 12$ pin cell mesh. This results in between 16 and 144 cells per pin cell. The axial mesh size was varied between 0.2 cm
Table I. Eigenvalue differences using a 2.54 cm (1 in.) axial mesh.

<table>
<thead>
<tr>
<th>Case ID</th>
<th>2D Mesh Discretization</th>
<th>Angles per Polar Level</th>
<th>Polar Levels Per Octant</th>
<th>SC Error (pcm)</th>
<th>LD Error (pcm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>-204</td>
<td>-16</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>-113</td>
<td>33</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>-109</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>-120</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>-150</td>
<td></td>
</tr>
</tbody>
</table>

(0.079 in.) in the reference case up to 15.24 cm (6 in.) in the coarsest case. These variations resulted in meshes as small as 9.7 million cells and as large as 1.6 billion cells, as well as quadrature sets as small as 8 angles per octant and as large as 48 angles per octants.

4. RESULTS

The reference case was a deterministic solution that used the SC method with a QR quadrature set having four polar levels per octant and six angles per level in each octant. It had a $6 \times 6$ 2D mesh and a 0.2 cm (0.079 in.) axial mesh, which resulted in 1.6 billion cells and an aspect ratio of 1.05. We ran the reference case on 163,200 processors for 70 minutes.

The first problem we analyzed used a fairly coarse axial mesh of 15.24 cm (6 in.). For a pin cell that had a $6 \times 6$ 2D mesh, this resulted in an aspect ratio of 72.5 in each cell and a total of 21 million cells. Using a QR quadrature set with 6 polar levels and 6 angles per level in each octant (36 angles per octant), the SC eigenvalue had an error of 960 pcm, while the LD and TLD eigenvalue errors were 9 and 26 pcm, respectively. The LD and TLD methods require four and eight times more memory, respectively, than the SC method. The SC method ran for 17 minutes on 9,600 cores, whereas the LD and TLD methods took 1.4 and 6.6 times longer on the same number of processors.

We then analyzed the effect of using a 2.54 cm (1 in.) axial mesh. For the $6 \times 6$ 2D mesh, this resulted in an aspect ratio of 12.1 and a total of 130 million cells. On this problem, we ran five SC cases and two LD cases. The results are shown in Table I. Table I implies that regardless of the 2D spatial mesh or the quadrature refinement, the SC method is significantly less accurate than the LD method using the same quadrature set and spatial cells. Between 3,000 and 19,200 processors were used to ensure enough memory was available on all processors. The timing results for the two cases in which SC and LD methods were run with the same spatial and quadrature mesh can be seen in Table II. For case 1, the total amount of cpu-time (number of processors × runtime) was 6.1 times larger for the LD case. For case 2, the total amount of cpu-time was 4.4 times larger for the LD case.

The last problem analyzed used a 1 cm (0.39 in.) axial mesh which resulted in an aspect ratio of 4.8 and 320 million cells, if a $6 \times 6$ 2D mesh was used. On this problem, four SC cases and one LD case were run. The results are shown in Table III. For this problem, the SC method yields
Table II. Runtime statistics using a 2.54 cm (1 in.) axial mesh.

<table>
<thead>
<tr>
<th>Case ID</th>
<th>Number of Processors (SC)</th>
<th>SC Runtime (min)</th>
<th>Number of Processors (LD)</th>
<th>LD Runtime (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3,000</td>
<td>19.9</td>
<td>5,184</td>
<td>67.5</td>
</tr>
<tr>
<td>2</td>
<td>4,800</td>
<td>76.3</td>
<td>19,200</td>
<td>80.2</td>
</tr>
</tbody>
</table>

Table III. Eigenvalue differences using a 1 cm (0.39 in.) axial mesh.

<table>
<thead>
<tr>
<th>Case ID</th>
<th>2D Mesh Discretization</th>
<th>Angles per Polar Level</th>
<th>Polar Levels Per Octant</th>
<th>SC Error (pcm)</th>
<th>LD Error (pcm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>-90</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>-5</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>8</td>
<td>4</td>
<td>-4</td>
<td></td>
</tr>
</tbody>
</table>

accurate results for quadrature sets that have more than two polar levels. We note that the reference case used the SC method, which explains the discrepancy in the LD solution. For Case 7, the SC runtime on 28,800 processors was 88 minutes and the LD runtime on 96,000 processors was 64.5 minutes, which resulted in a total cpu-time increase of 2.4.

The scalar flux and fission data were output in HDF5 format and read into the VisIt parallel visualization tool for post-processing and analysis. Figure 3 illustrates the power profile of the reactor using a 6 × 6 2D mesh, 2.54 cm (1 in.) axial mesh, and the SC spatial method. Figure 4 shows the power profile of the bottom half of a single fuel assembly (which was run with grid spacers and reflecting boundaries) using a 10 × 10 2D mesh, a 2.54 cm (1 in.) axial mesh, and the SC spatial method.

The core simulations were run with a variety of space-energy decompositions so that the number of blocks ranged from 1,500 to 50,400 and the number of energy sets ranged from 1 to 8. The largest problem contained more than 10^{13} total unknowns. Weak scaling results for all of the runs were accumulated using the following definition of parallel efficiency:

\[ \epsilon = \frac{\tau_{\text{ref}}}{\tau_{P}} \left( \frac{D_{P}}{D_{\text{ref}}} \right), \quad \tau = t \times N_{c}, \quad (14) \]

where \( t \) is the wall-clock time, \( D \) is the total number of unknowns, and \( N_{c} \) is the number of processors (cores). The “ref” subscript denotes a reference problem run, and the “P” subscript refers to the target problem. Figure 5 shows the weak scaling results. The variation in Fig. 5 results from the fact that the solver depends on parallelized independent variables differently. For example, increasing the number of spatial dimensions has a different effect on parallel efficiency than does increasing the number of angles. Nonetheless, this figure shows that Denovo makes good use of the resource over a wide range of problem configurations and cores.
Figure 3. The power profile in the core using a $6 \times 6$ 2D mesh, a 2.54 cm (1 in.) axial mesh, and the SC spatial method.

Figure 4. The power profile in a single assembly using a $10 \times 10$ 2D mesh, a 2.54 cm (1 in.) axial mesh, and the SC spatial method.
Figure 5. (a) Weak scaling of Denovo $S_N$ on the quarter-core test problem. (b) Time spent in multiset reductions; RS refers to the reduce-scatter, and GS refers to the global reduction. The numbers give the mesh size (in $(x, y, z)$).
We have recently optimized a communication bottleneck in the multiset reduction algorithm that has been affecting the scaling. At the end of each multigroup iteration, the right-hand source must be calculated using a block-sparse matrix-vector multiply. This operation occurs across all sets, and at the time the scaling results of Fig. 5a were generated, we were using a global reduction to perform it. This global operation has since been replaced with a reduce-scatter operation that has lowered the time spent in the reduction significantly, as illustrated in Fig. 5b. Using this scheme, we have achieved improvements in the multiset reduction of up to a factor of 3 in large problems. This should improve the scaling performance of the algorithm; we are currently rerunning the scaling suite to quantify the overall gain in performance.

We also used the PAPI hardware counters to register floating point operations and cycles. Using this data and a hypothetical maximum performance rate of 4 FLOP/cycle/core, the Denovo $S_N$ solver achieved a minimum peak performance of 0.98%, a maximum peak performance of 3.53%, and an average of 2.11%. The median value was 1.89%. These results are very reasonable for a sparse, hyperbolic PDE solver.

5. CONCLUSIONS

For all axial meshes, the finite element methods (LD and TLD) yielded an error in the eigenvalue of no more than 40 pcm, while the SC method had an error of 960 pcm for the 15.24 cm (6 in.) axial mesh case. As the aspect ratio is reduced, the SC method converges to the correct solution and requires four times less memory requirements than the LD method.

For eigenvalue calculations, the same level of accuracy can be attained with significantly fewer mesh cells by using LD instead of SC. However, LD can introduce negativities in the flux solutions (even with strictly positive sources), which may be unacceptable for shielding problems, pin power comparisons, and hybrid-Monte Carlo calculations. By restricting sources to be strictly positive and converging the flux tolerance highly enough, SC is guaranteed to maintain positivity regardless of the spatial mesh.

Denovo has the capability to scale to hundreds of thousands of processors (or more) and can therefore be used to analyze three-dimensional reactor cores. In the future, we plan to extend reactor core modeling to OLCF’s next-generation high-performance platform, Titan. We plan to perform more extensive testing in the future by comparing flux profiles with Monte Carlo results and analyzing additional timing results. We also will evaluate the effect of quadrature set type and refinement on the eigenvalue.

We note that the orthogonal mesh (which allows this scaling) has inherit accuracy limitations for certain reactor problems: i.e. gadolinium reactor pins, spray-on BP, and other geometrically small features. We plan to investigate different spatial methods that may address these difficult features.
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